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ABSTRACT 

Venugopal, Rishikesh. Ph.D., Purdue University, December, 2008.  Numerical 
Simulations of Flame Dynamics in the Near-Field of High-Reynolds Number Jets.  
Major Professor:  Dr. John Abraham, School of Mechanical Engineering.  
 
 
 
Recent experiments in diesel jet flames show that flame lift-off has a 

significant influence on pollutant formation. Lift-off occurs in the near-field of the 

jet, which is characterized by complex interactions between turbulence and 

chemistry. Commonly employed modeling approaches based on Reynolds-

averaged Navier-Stokes (RANS) simulations are limited in their capability to 

predict transient and steady lift-off phenomena, as they ignore effects due to 

unsteadiness and curvature that are inherent in the near-field.  

In the present work, we  perform numerical investigations of localized flame 

dynamics in the near-field (x/d < 25) of high-Reynolds number (Re) jets 

encountered in diesel engine applications. The primary focus is on the 

exploration of unsteady extinction/reignition phenomena. A dual approach 

involving large-eddy simulation (LES) of a 70,000-Re variable-density isothermal 

gaseous fuel jet, and studies of flame-vortex interactions and unsteady flamelets, 

under diesel engine conditions, is employed in this work.  

Results from flame-vortex interaction studies show that in the near-field (x/d < 

25) of the 70,000-Re jet at radial locations close to the centerline (r/d <1.5), 

unsteady extinction/reignition phenomena characterize the flame dynamics. 

Extinction is minimally affected by the vortex-induced curvature, but involves 

strong unsteady effects leading to extinction limits higher than steady values. On 

the other hand, reignition is governed by curvature effects, and occurs through 
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the dynamics of edge flames. In the simulated jet near-field, unsteady effects are 

observed to diminish with increasing axial locations due to relatively weaker 

vortices, whereas curvature effects increase due to the presence of relatively 

thicker flames.  

The unsteady flamelet studies show that in stoichiometric regions at radial 

locations relatively far from the centerline (r/d > 1.0) in the jet near-field, 

temporary flame weakening/recovery events are likely to occur. Steady flamelet 

models provide reasonable estimates of the mean temperature, and mean mass 

fractions of the major species and unburned hydrocarbons (UHCs), but are 

inadequate for the prediction of mean NO mass fractions. Extrapolation of the 

analysis to jets with higher global strain rates shows that unsteady effects on the 

localized flame dynamics are important for the prediction of transient and steady 

lift-off behavior.  
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CHAPTER 1. INTRODUCTION 

1.1. Background and Motivation 

Diesel combustion has been an active area of research over the past two 

decades with an increasing focus on emissions reduction.  As diesel engines are 

extensively employed in ground and marine transportation, the need to control 

toxic pollutants, while maintaining or improving their high thermal efficiency, is of 

central importance. To achieve this, a thorough understanding of spray 

formation, mixing, combustion and pollutant formation is essential. To this end, 

significant advances have been made through both experimental and 

computational efforts. In particular, the development and application of optical 

diagnostic tools (Dec, 1997; Flynn et al., 1999; Siebers and Higgins, 2001) and 

multidimensional computational models (Magi, 1987; Amsden, 1993) have 

provided valuable insights into various aspects of diesel combustion, such as the 

structure and entrainment characteristics of vaporizing Diesel sprays (Bracco, 

1985; Reitz, 1987; Post et al., 1999), autoignition (Wan et al.,1997; 

Gopalakrishnan and Abraham, 2002), and pollutant formation (Pitsch et al., 1996; 

Gopalakrishnan and Abraham, 2004).   

 The majority of multidimensional models which are currently being 

employed solve the Reynolds-averaged Navier-Stokes (RANS) equations with 

sub-models for turbulence, sprays and combustion. A variety of combustion sub-

models such as local equilibrium characteristic time (LECT) (Abraham et al., 

1985) models, representative interactive flamelet (RIF) (Pitsch et al., 1995) 

models, perfectly stirred reactor (PSR) (Senecal et al., 2002) models, partially 

stirred reactor (PaSR) (Chomiak and Karlsson, 1996) models and flame surface 

density (Tap and Veynante, 2005) models have been developed. In order to 
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achieve model closure, each of these approaches assumes a certain physical 

picture of the combusting diesel jet. For instance, LECT models are based on a 

mixing-controlled hypothesis for diesel combustion whereas RIF models can 

incorporate detailed chemical kinetics by assuming that the turbulent flame is 

comprised of strained laminar diffusion flamelets. On the other hand, PSR 

models assume turbulent mixing to be much faster than chemistry resulting in 

locally premixed kinetics-controlled combustion. The appropriateness of these 

modeling assumptions is often evaluated through comparisons with experimental 

data within a certain range of chamber conditions. However, the agreement of 

the model predictions with data in a certain range is by itself not a validation of 

the presumed physics. Moreover, the agreement of the measured results with 

computed results using models based on conflicting theories often obscures the 

understanding of the underlying physical mechanisms. An interesting example is 

the prediction of flame stabilization or lift-off in diesel jets which occurs in the 

near-field.  Recent experiments in diesel sprays (Siebers and Higgins, 2001; 

Pickett and Siebers, 2004) have shown that the flame lift-off height is an 

important measure of the extent of fuel-air mixing prior to combustion and 

subsequent pollutant distribution in the jet. Computations employing models such 

as PSR (Kong et al., 2005a, b) and RIF (Venugopal and Abraham, 2007a), which 

are based on very different theories, have been shown to predict lift-off heights 

within a given range of chamber conditions. As discussed in a recent review by 

Venugopal and Abraham (2007b), this suggests that near-field phenomena may 

result from a combination of several mechanisms, which renders RANS models 

with a presumed turbulence-chemistry interaction inappropriate. 

  A major shortcoming of RANS approaches is the inherent lack of 

unsteadiness and intermittency which are characteristic of turbulent flows. Local 

fluctuations of fuel and oxidizer concentrations, temperature and scalar 

dissipation rates can have a significant impact on the flame structure and 

stabilization in turbulent reacting flows. In this context, with the advent of faster 

computers and higher-order accurate numerical schemes, large-eddy simulation 
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(LES) has emerged as a promising tool where large-scale fluctuations are 

resolved while subgrid scale effects are modeled. Though the efficacy of LES in 

the prediction of reacting flows is still limited by the reliability of the subgrid scale 

combustion model, accounting for localized fluctuations of quantities such as 

scalar dissipation rates have been shown to yield significant improvements over 

RANS predictions of flame structure and pollutant distributions in jet diffusion 

flames (Pitsch, 2002; Pitsch, 2006). However, the majority of the commonly 

employed subgrid scale models in LES, such as flamelet (Pitsch and Steiner, 

2000) and flamelet-progress variable (Pierce and Moin, 2004) models, assume a 

locally 1-D flame structure. These models are also often employed in RANS 

simulations. Consequently, two-dimensional (2-D) and three-dimensional (3-D) 

interactions due to turbulence-induced flame curvature cannot be captured. 

Moreover, detailed understanding of such curvature effects in the near-field of jet 

diffusion flames, specifically under diesel conditions, is still lacking.  

 Direct numerical simulation (DNS), on the other hand, offers great 

potential in understanding turbulence-chemistry interaction. In principle, all the 

turbulence and chemical scales are fully resolved in a DNS with no-priori 

assumptions about the flame structure. However, even for relatively low jet exit 

Reynolds numbers, DNS leads to a massive computational overhead and is 

impractical for the Reynolds numbers encountered in Diesel applications. 

Nevertheless, over the past fifteen years, DNS has emerged as a valuable 

research tool for simulation of reacting flow problems in more simplified canonical 

configurations such as flame-vortex interactions, reacting mixing layers and 

isotropic decaying turbulence (Versvisch and Poinsot, 1998). The applicability of 

widely-employed modeling approaches such as flamelet models for the 

prediction of phenomena such as auto-ignition and flame extinction can be 

assessed through DNS. Furthermore, through DNS databases, improved models 

for RANS and LES applications can be developed. The need for such DNS 

studies under diesel conditions was recently discussed by Venugopal and 

Abraham (2007b).  
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 In this work, our primary interest lies in the investigation of phenomena 

related to flame lift-off in diesel jets. As discussed before, recent experiments 

(Siebers et al., 2002; Pickett and Siebers, 2004) in diesel jets show that the lift-off 

height significantly influences soot formation through fuel/air premixing prior to 

combustion. However, prediction of lift-off heights from a computational viewpoint 

is challenging. For instance, consider Fig. 1.1 that shows a schematic of the 

instantaneous flowfield of a lifted jet diffusion flame. The figure shows that lift-off 

in the near-field of the jet could result from an interplay of a variety of processes, 

such as autoignition, partially-premixed flame propagation and local 

extinction/reignition. In particular, Fig.1.1 shows one possible conceptual picture, 

where autoignited kernels originate at downstream locations in the jet and 

propagate upstream towards the base of the lifted flame, where local 

extinction/reignition events occur. Hence, for the conceptual picture shown in Fig. 

1.1, the balance between local extinction/reignition events determines the steady 

lift-off height in the jet.  

Fuel

Air

Air

Lift-off height

Extinguished

Burning

(reignited)

Autoignited

Propagat
ion

Fuel

Air

Air

Lift-off height

Extinguished

Burning

(reignited)

Autoignited

Propagat
ion

 

Figure 1.1. Schematic of the instantaneous flowfield of a lifted jet diffusion flame. 
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  The phenomena contributing to lift-off, i.e. autoignition, flame propagation, 

and local extinction/reignition, are inherently unsteady, and involve 2-D/3-D 

effects due to the flame curvature. However, as indicated before, commonly 

employed RANS-based modeling approaches ignore effects due to unsteadiness 

and curvature on the local flame structure, and hence limited in their capability to 

describe jet near-field  phenomena, such as flame lift-off. Even though LES-

based approaches account for unsteadiness, currently employed models in 

reacting-LES (Pitsch, 2006) do not adequately account for curvature effects on 

the local flame structure. Hence, this work is focused on the understanding of 

unsteady and curvature effects on the localized flame dynamics in the near-field 

of high-Reynolds number (Re) jets, such as those occurring in diesel combustion 

chambers, While unsteady and curvature effects on all of the contributing 

phenomena, such as autoignition, flame propagation and extinction/reignition, 

are important, we primarily focus on extinction/reignition in this work.   

Recent DNS studies of jet diffusion flames at relatively low jet Re (< 

10,000) (Pantano, 2004; Mizobuchi et al., 2005; Hawkes et al., 2007) using 

simplified reduced chemical kinetic models show that in the near-field of the jet, 

local extinction and reignition phenomena are prevalent. Local extinction occurs 

when the scalar dissipation rate ( χ ) exceeds a certain critical value ( eχ ) leading 

to loss of heat and radicals from the flame zone. Following local extinction, the 

extinguished regions can reignite. DNS studies in isotropic decaying turbulence 

(Sripakagorn et al., 2004) and modeling studies in turbulent CO-H2 flames 

(Hewson and Kirstein, 2002) have shown that reignition events occur 

predominantly through 2-D and 3-D phenomena, such as propagation of edge-

flames and engulfment by a neighboring hot environment. However, owing to the 

relatively low values of Re, these studies are limited to quasi-steady flowfields. In 

the near-field of high-Re (~ 100,000) jets encountered in diesel applications, it is 

expected that unsteady effects will be significant, which may alter the flame 

extinction/reignition characteristics. Moreover, the influence of curvature effects 

in unsteady flowfields needs clarification. Hence, the present work investigates 
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extinction/reignition in unsteady flowfields that are representative of the near-field 

of high-Re jets encountered in diesel combustion.  

Experiments in diesel sprays (Siebers and Higgins, 2001; Siebers et al., 

2002) show that for a wide range of diesel engine operating conditions, such as 

injection pressures, chamber densities, temperatures and oxygen concentrations, 

and orifice diameters, flame lift-off heights lie in the range of 40-400 diameters 

from the injector orifice. For gaseous fuel jets that are equivalent, i.e. having the 

same mass and momentum flow rates as the diesel sprays (Iyer and Abraham, 

1997), the lift-off heights would fall in the range of 10-100 jet diameters. In this 

work, we investigate the likely nature of localized flame dynamics in the region up 

to 25 diameters in a high-Re gaseous fuel jet, which may represent the lift-off 

region in gaseous jets equivalent to diesel sprays. Experiments (Siebers and 

Higgins, 2001) and modeling studies (Chomiak and Karlsson, 1996; Venugopal 

and Abraham, 2007a,b) show that the liquid phase does not have a significant 

influence on diesel lift-off, except for relatively large orifice diameters (> 200 µm) 

where the liquid lengths exceed lift-off heights (Siebers and Higgins, 2001; 

Senecal et al., 2003). Here, we are primarily interested in flame-turbulence 

interactions relevant for lift-off, and neglect possible effects due to spray-

turbulence and spray-flame interactions. It is well-known that the modeling of 

diesel sprays presents significant challenges and numerical uncertainties 

(Abraham, 1997; Abraham and Magi, 1999). Hence, we restrict our attention to 

gaseous fuel jets in order to avoid the uncertainties associated with spray 

modeling that may influence the conclusions.  

 In the section that follows, the objectives of the present work are outlined. 

Thereafter, the approach adopted in this work is discussed in Section 1.3. An 

outline of the thesis is presented in Section 1.4.  
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1.2. Objectives 

We seek to address the following questions in this work: 

1. What are the likely regimes of localized flame dynamics in the near-field of 

high-Re jets encountered in diesel engine applications?, 

2. How do unsteadiness and curvature influence the local flame structure in 

the near-field of high-Re jets?, 

3. What modeling approaches are applicable to predict the localized flame 

dynamics in the jet near-field?, 

4. What are the implications of the findings related to the above questions for 

transient and steady flame lift-off behavior in diesel jets? 

In our opinion, the above questions have not been adequately addressed in the 

works so far in the literature. These questions are important for the 

understanding of near-field phenomena in high-Re jets encountered in diesel 

engines, and for the development of predictive computational tools. Now, we will 

discuss the approach adopted in the present work to address the questions 

raised above.  

1.3. Approach 

A dual approach is employed in this work, which is schematically shown in 

Fig. 1.2. LES of the near-field (x/d < 30) of a 70,000 Reynolds number isothermal 

variable-density gaseous fuel jet is performed to estimate mean turbulent length 

( l ) and velocity ( q ) scales, and time-averaged ( χ ) and instantaneous ( χ ) time 

records of conditional-mean scalar dissipation rates. The estimated range of 

values of l , q and χ  are employed to select the initial vortex and flame 

characteristics in the studies of flame-vortex interactions. In these studies, the 

detailed effects of a isolated vortex-pair, representative of a turbulent eddy in the 

jet near-field, on the flame structure are simulated. The flame-vortex interaction 

studies provide insight into regimes of localized flame dynamics, such as 

extinction/reignition, effects due to unsteadiness and curvature in the jet near-
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field, applicability of modeling approaches, such as flamelet (Peters, 1984) and 

flamelet/progress variable (Pierce and Moin, 2004; Pitsch and Ihme, 2005) 

models, and directions for the development for improved modeling approaches.  

 

 

Figure 1.2. Schematic representation of the approach to investigate the near-field 
flame dynamics in high-Re jets.  
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 In addition, turbulent time records of the scalar dissipation rate ( χ ) 

obtained from the unsteady LES flowfield are employed in studies of unsteady 

flamelets. While the flame-vortex simulations provide insight into the detailed 

effects due to a single turbulent eddy, the studies of flamelets subjected to χ  

fluctuations investigate the simultaneous effects of a spectrum of scales on the 

localized flame dynamics. In particular, the unsteady flamelet studies provide 

insight into the unsteady responses of the flame temperature, major species and 

pollutants to χ  fluctuations, the applicability of steady flamelet models in 

unsteady flowfields, and the potential impact of extinction/reignition phenomena 

on transient and steady lift-off behavior in high-Re jets encountered in diesel 

applications. Through this coupled approach involving LES, and flame-vortex and 

unsteady flamelet studies, we seek to gain an improved understanding of the 

near-field jet flame structure, and the applicability of modeling approaches, such 

as flamelet models.  

The pressures and temperatures simulated in this work are representative 

of diesel engine combustion chambers. In particular, the LES is performed at a 

jet-Re of 70,000, which is comparable to those in diesel applications (~ 100,000). 

The ambient gas (i.e. oxidizer) pressure is 40 bar and the temperature is 1000 K. 

The injected gas (i.e. fuel) temperature is1000 K and the injected-to-ambient gas 

density ratio is about 3.5. The flame-vortex and unsteady flamelet studies are 

performed with the same pressure and temperatures as the LES. These studies 

also span conditions corresponding to higher-Re jets (~ 400,000), and with lower 

fuel temperatures (~ 400 K) commonly encountered in diesel engines. The fuel 

chosen is n-heptane, which is a commonly employed surrogate for practical fuels 

like diesel. The oxidation chemistry of n-heptane is modeled using both single-

step and multistep chemical kinetic mechanisms.  

 It is evident that the approach outlined above invokes some important 

assumptions, such as isothermal LES, 2-D flame-vortex simulations, single-

vortex-flame simulations, and specific choices for the simulated pressures and 
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temperatures. We will discuss these assumptions and their implications on the 

present findings in detail in Chapter 11.   

The LES and flame-vortex interaction studies are performed with an in-

house code FLEDS (Flow, Large-eddy and Direct Simulation) (Abraham and 

Magi, 1997; Viggiano and Magi, 2004; Anders, 2006; Anders et al., 2007). 

FLEDS employs a sixth-order compact scheme (Lele, 1992) for spatial 

discretization while time-integration is achieved through a fourth-order accurate 

compact-storage Runge-Kutta scheme (Carnahan, 1969). Boundary conditions 

are implemented using the Navier-Stokes characteristic boundary conditions 

(NSCBC) method of Poinsot and Lele (1992), which is extended to account for 

multicomponent gaseous mixtures. Chemical kinetic source terms and transport 

properties are computed through an interface with CHEMKIN subroutines. 

Details on the numerical schemes and implementation are discussed in Chapter 

3.  

1.4. Outline of the Thesis 

Chapter 2 of the report presents a review of prior experimental and 

computational work on non-premixed flame-vortex interactions and unsteady 

response of diffusion flames.  In particular, key results from prior studies on 

extinction and reignition are reviewed. Since this work employs LES to estimate 

turbulent statistics in the near-field of jets, prior works on LES of gas jets dealing 

with velocity-field and passive scalar statistics are also discussed.  

Chapter 3 presents the problem formulation for the LES study. The filtered 

governing equations are discussed along with a description of the spatial filter 

employed in this work. The subgrid scale model equations are presented.  The 

implementation of boundary conditions is discussed. As part of this work, a buffer 

zone with artificial damping and exponential grid stretching is implemented to 

prevent vortical structures and spurious pressure waves at the exit outflow 

boundaries. Parallelization of the code and speed-up are discussed. Problem 

setup, initialization and simulation parameters are described.  
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In Chapter 4, the problem formulation for the studies of flame-vortex 

interactions is discussed. This includes a description of the governing equations, 

chemical kinetic models, and the problem setup, initialization and non-

dimensional parameters governing the flame-vortex interaction. 

Results from the LES computation, which form the basis for the flame-

vortex interaction and unsteady flamelet studies, are discussed in Chapter 5. 

Computed time statistics of the velocity-field and mixture fraction field are 

presented and compared with available experimental data in self-similar jets. To 

obtain initial conditions for the flame-vortex interaction studies, mean values of 

turbulent length and velocity scales along with time-averaged conditional-mean 

scalar dissipation rates are estimated at different axial locations in the jet. In 

addition, turbulent time records of conditional-mean scalar dissipation rates are 

computed from the analysis of the unsteady LES flowfield, which are employed in 

studies focusing on the unsteady response of diffusion flamelets.     

The results from the flame-vortex interaction studies employing a single-

step kinetic model are presented in Chapters 6 and 7. The physical mechanisms 

for flame-vortex interaction regimes, such as extinction/reignition, for a baseline 

case is investigated in Chapter 6. The applicability of flamelet and 

flamelet/progress variable models to predict vortex-induced extinction/reignition 

is assessed.  In Chapter 7, flame-vortex interaction studies corresponding to 

several locations in the LES jet near-field are discussed. Non-dimensional 

numbers governing unsteady and curvature effects are identified, and the nature 

of variation of these effects in the jet near-field are explored. The results are 

summarized on an outcome diagram useful to understand the nature of near-field 

flame dynamics in high-Re jets.  

In Chapter 8, flame-vortex interaction studies employing a multistep kinetic 

mechanism for n-heptane oxidation are presented for a limited set of conditions 

obtained from the LES. The physical mechanisms for extinction/reignition are 

investigated, and qualitatively compared to those from the single-step model 

results discussed in Chapters 6 and 7. Furthermore, the unsteady response of 
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major products and pollutants to the vortex-induced perturbation is investigated, 

and the influence of unsteadiness and curvature on product/pollutant formation 

rates is discussed.  

Chapter 9 presents results from studies of diffusion flamelets subjected to 

turbulent fluctuations of the scalar dissipation corresponding to the near-field of 

the jet simulated by LES. As a preliminary step towards the understanding of the 

unsteady flame response, oscillatory perturbations with specified amplitudes and 

frequencies are considered, The unsteady response of the flame temperature, 

major species and pollutants is investigated, and the applicability of steady 

flamelet models for the prediction of temperature and species responses is 

assessed. Through an extrapolation of the analysis to jets with higher global 

strain rates, the unsteady flame response and applicability of steady flamelets 

during local extinction/reignition are explored. In addition, the potential impact of 

extinction/reignition events on the prediction of steady lift-off heights is 

discussed.  

The implications of the findings from the present work for practical 

phenomena and turbulent combustion modeling in diesel jet flames are 

discussed in Chapter 10. In particular, it is shown that recent experimental 

observations related to transient flame lift-off behavior in diesel jets can be 

explained in terms of unsteady effects on the localized flame dynamics. 

Furthermore, implications of the findings from the flame-vortex studies for 

turbulent combustion modeling in the near-field of diesel jets are discussed. 

Approaches to incorporate the improved understanding gained from the flame-

vortex simulations into RANS/LES combustion sub-models are explored.  

Chapter 11 presents the summary and conclusions from this work. Key 

assumptions invoked in this study, and their implications on the findings are 

discussed. Directions for future work, some of which relax the assumptions made 

in this work, are discussed.  
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CHAPTER 2. LITERATURE REVIEW 

2.1. Introduction 

As discussed in Chapter 1, this work employs a coupled approach 

involving the LES of a high-Re number jet, and studies of flame-vortex 

interactions and unsteady flamelets, to investigate the nature of localized flame 

dynamics in the near-field of high-Re jets. This chapter presents a review of prior 

works on non-premixed flame-vortex interactions, LES of jets focusing on 

turbulent statistics, and the unsteady response of diffusion flames. The primary 

focus of this work is to characterize regimes, such as local flame 

extinction/reignition, which are related to jet near-field phenomena, such as flame 

lift-off. Hence, prior findings in the literature specific to non-premixed flame 

extinction/reignition are reviewed.  

Flame extinction has been a subject of extensive research in the 

combustion community for decades. Williams (2000) provides a comprehensive 

review of the progress made in the understanding of flamelet structure and 

extinction in both premixed and diffusion flames. Diffusion flame extinction can 

be brought about by various means, e.g., through strain, dilution or radiative 

losses. Strain-induced extinction occurs when the flame is subjected to a strain 

rate above a certain value. This concept is most easily understood by 

considering Fig. 2.1, which shows the classical S-curve behavior of strained 

diffusion flames. Here Tmax is the maximum temperature and a is the 

characteristic strain rate imposed on the flame. The inverse of a may be 

interpreted as a characteristic mixing time. The upper branch of the S-curve 

represents burning solutions at low strain rates where the chemical heat release 

rates exceed diffusive heat losses from the flame-zone. As a increases, Tmax 
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decreases and beyond a certain critical value of a (point Q in the figure), the 

flame is quenched leading to a sudden transition to the lower non-burning branch 

of the S curve. Conversely, ignition occurs when the strain rate decreases to a 

sufficient value leading to a transition from the lower non-burning branch to the 

upper burning branch (point I in the figure). The middle branch is an unstable 

one, which cannot be recovered by the solution of the steady flamelet (i.e. 

reactive-diffusive) equations. However, as we will clarify in Chapter 6 on the 

flame-vortex studies, during transient reignition following extinction, flame states 

in the unstable branch may be observed.  

 

Figure 2.1. S-curve behavior of strained diffusion flames. 

 

 

 

 

 

 

 

 

 

Figure 2.2. Schematic of a non-premixed flame rolled up in a vortex 
showing unsteadiness and curvature. 
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In turbulent flames, strain-induced extinction events can occur locally 

when strain rates become sufficiently high. A simple way to conceptualize strain-

induced extinction in turbulent flames is as extinction induced by a vortex. The 

flame-vortex interaction represents the stretching (strain and curvature) effects of 

a single length-scale or a turbulent eddy on the flame structure.  Figure 2.2 

shows a schematic of a non-premixed flame-front rolled up by a vortex. The 

vortex induces an unsteady effect, represented by the time-dependent strain a(t) 

and a curvature effect, represented by the time-dependent curvature κ (t), on the 

flame response. The unsteady effect becomes important when the rate of 

variation of a(t) becomes comparable to or greater than the chemical reaction 

rate. Under such conditions, the flame responds with a delay to the imposed 

strain. Moreover, as discussed before, the flame-front can locally extinguish if a(t) 

exceeds a critical value. The vortex-induced curvature κ(t) causes 2-D effects 

and thickening of the flame-front. Hence, the flame-vortex setup is useful to study 

the effects due to unsteadiness and curvature on the flame structure. In the 

section that follows, we will review prior experimental and computational works 

on vortex-induced flame extinction, which corresponds to flame extinction in 

unsteady flowfields.  

Recent DNS studies of jet diffusion flames in the near-field (Pantano, 

2004; Hawkes et al., 2007) have shown that following local extinction, reignition 

events can occur when extinguished regions transition to a burning state. DNS of 

diffusion flames evolving in isotropic turbulence (Sripakagorn et al., 2004) has 

shown that such reignition phenomena may occur as an independent flamelet 

scenario, which is similar to autoignition shown in Fig. 2.1 (i.e. transition from 

point I to the burning branch), or through 2-D and 3-D interactions with 

neighboring burning regions. A detailed understanding of such interactions 

between burning and non-burning regions following extinction is still lacking. In 

Section 2.3, we will review some of the recent studies related to reignition in both 

flame-vortex interactions and other configurations such as isotropic decaying 

turbulence and jet flames.  
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Section 2.4 reviews prior works related to the unsteady response of 

diffusion flames. In Section 2.5,  an overview of large-eddy simulation (LES) and 

subgrid scale modeling is presented. Prior works on LES of non-reacting jets 

dealing with both velocity field and passive scalar (mixture fraction) statistics are 

reviewed. The chapter closes with a summary in Section 2.6.  

2.2. Extinction in Non-premixed Flame-Vortex Interactions 

The dynamics of flames interacting with vortices is a problem of both 

fundamental and practical interest. From a fundamental viewpoint, a flame-vortex 

interaction typifies the effects of unsteadiness and curvature on the flame 

structure, whereas from a practical perspective much of the combustion 

dynamics in devices like diesel engines and gas turbines occurs in localized 

reacting shear layers rolled-up in vortices. In addition, the configurational 

simplicity of a flame-vortex problem allows precise experimentation and detailed 

numerical investigation through DNS. Such detailed simulations are useful in 

verifying standard approaches to turbulent combustion modeling and to construct 

sub-models for turbulence-chemistry interaction. Renard et al. (2000) provide a 

comprehensive review of flame-vortex studies relevant to both premixed and 

non-premixed flames.  

Figures 2.3 (a) and (b) show two commonly employed configurations in 

studies of non-premixed flame-vortex interactions. When a vortex interacts with a 

non-premixed flame, several outcomes may be observed such as rollup, 

straining, wrinkling, dissipation, extinction, partial-premixing and reignition. The 

majority of the earlier studies on flame-vortex interactions was analytical (Marble, 

1985; Karagozian and Marble, 1986) and focused on the enhancement of the 

rate of fuel consumption due to vortex-induced rollup and straining. The infinitely 

fast chemistry assumption was employed in these studies and the configuration 

of a single vortex centered on a diffusion flame (Fig. 2.3(a)) was used. The 

trends observed in the analytical studies were confirmed by numerical studies, 
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such as those of Laverdant and Candel (1988) and Ashurst (1989). In addition, 

the configuration shown in Fig. 2.3(a) has been employed in the numerical 

studies of Thevenin and Candel (1995) on autoignition in a mixing layer rolled up 

by a single vortex. It was found that two ignition modes could exist depending on 

the initial oxidizer temperature and the initial vortex Reynolds number. For high 

initial temperatures and large values of the Reynolds number, ignition occurred in 

a premixed-mode in the well-mixed vortex cores while the strain rates in the 

vortex braids were high enough to prevent ignition. On the other hand, for low 

initial temperatures and small values of the Reynolds number, ignition occurred 

in a non-premixed mode in the vortex braids since the vortex cores did not reach 

a sufficient temperature for ignition.  

 

 

 

 

            (a)                                                                (b) 

Figure 2.3. Commonly employed configurations for non-premixed flame-vortex 
interactions; (a) vortex centered on the flame, and (b) counter-rotating vortex-pair 

allowed to impinge on the flame. 

 

 

More recently, experimental and computational studies on vortex-induced 

flame extinction have been performed. The configuration shown in Fig. 2.3(b) is 

particularly suitable for extinction studies where the vortex-pair is allowed to self-

propagate and impinge on the initially-flat diffusion flame. The head-on 

interaction can then lead to the local disruption of the flame front. This 

configuration can be generated experimentally in rollup burners, such as those 

employed in the studies of Thevenin et al. (1998), Renard et al. (1999) and 

Santoro et al. (2000a) to investigate regimes of flame-vortex interactions. 
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 Thevenin et al. (1998) investigated extinction processes in a non-

premixed flame-vortex interaction through measurements in a rollup burner. A 

counterflow diffusion flame with hydrogen diluted with nitrogen on one side and 

air on the other side was established. Toroidal vortex rings were injected from the 

air-side and allowed to impinge on the diffusion flame. Effects of the initial vortex 

velocity, uv, and the global mixture ratio, Φg, were investigated. Φg was defined 

as the ratio between initial mass fraction of fuel on the fuel-side and initial mass 

fraction of oxygen on the air-side divided by corresponding values for 

stoichiometric combustion. OH planar-laser-induced-fluorescence (PLIF) was 

used to detect the presence of the flame. 

 

 

 

Figure 2.4. Schematic representation of interaction regimes observed by 
Thevenin et al. (1998). 

 

 

Four interaction regimes were identified across the range of Φg and uv 

considered. For a very low Φg but relatively large values of uv, global extinction of 

the flame was observed, which was classified as a type-I interaction. Increasing 

Φg or decreasing uv lead to a second type of interaction (type –II) where only 
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and the slowest vortex considered, the flame did not extinguish and but 
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highest Φg explored, there was no extinction but the left and right parts of the 

elongated flame were found to re-connect (type-IV). The measured extinction 

strain rates were found to be somewhat higher than those estimated from a 

steady-state asymptotic analysis, which assumes a flame-sheet with infinitely-

fast chemistry. The reasonable agreement of the measured results with 

asymptotics was justified by the absence of significant unsteady effects. In other 

words, the characteristic reaction time-scales for the flames were shorter than 

the convective time-scales of the vortices and the flames responded almost 

immediately to the imposed strain. Consequently, the values of Φg and uv 

delineating extinction and no-extinction regimes were predicted reasonably well 

by asymptotics. Fig. 2.4 schematically depicts the interaction diagram proposed 

by Thevenin et al. (1998).  

 

 

   (a)                                                                               (b) 

Figure 2.5. Schematic of the flame-vortex interaction outcomes observed 
by Renard et al. (1999) for a (a) fast vortex and (b) slow vortex.  
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in a similar configuration. It was found that the increase in flame surface area due 

to the interaction not only depends on uv, but also on the residence time. Figs. 

2.5 (a) and (b) schematically show the flame-vortex interaction outcomes in the 

experiments of Renard et al. (1999) for a fast vortex and a slow vortex, 

respectively. As seen from the figures, while a fast vortex stretched a flame by 

lengthening, a slow vortex caused stretching due to rollup. From 2-D DNS 

computations with multi-step H2/air chemistry using a similar setup as the 

experiments, it was shown that the time evolution of the heat release rate and the 

maximum OH concentration correlated well with each other. Hence, local 

extinction was detected by a fall in the maximum OH concentration to within 10% 

of its initial value. OH PLIF images were also employed to compute the flame 

surface area.  

A wider range of vortex length and velocity scales were explored by 

Thevenin et al. (2000) through experiments on diluted H2/air flames. Eight 

interaction regimes were identified and characterized by the relative importance 

of various competing physical phenomena such as dissipation, straining, 

curvature, wrinkling, rollup and extinction. For relatively small vortex-to-flame 

length-scale ratios, the vortices were too weak to have a significant impact on the 

flame while with relatively large length-scale ratios, wrinkling and roll-up were 

found to be important.  For sufficiently high vortex-to-flame velocity-scale ratios, 

unsteady effects and extinction were observed. In certain cases with relatively 

large length-scale ratios and moderate velocity-scale ratios, formation of an 

oxidizer pocket burning on the fuel-side was observed.  The limits delineating the 

various interaction regimes were expressed in terms of the Damkıhler number. 

A flame-vortex interaction problem can be employed to assess the 

accuracy of standard modeling approaches for turbulent combustion. An example 

of this is the 2-D DNS study of Cuenot and Poinsot (1994) where the range of 

applicability of the steady-laminar-flamelet approximation (SLFA) was 

determined. According to the SLFA, the flame structure is essentially 1-D 

depending only on the mixture fraction and the scalar dissipation rate. The scalar 
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dissipation rate χ  is a measure of the local mixing rate experienced by the flame 

and can be shown to be proportional to the imposed strain rate (Peters, 1984). In 

addition, the flame is assumed to respond to changes in χ  instantaneously and 

unsteady effects are ignored.  

In the study of Cuenot and Poinsot (1994), the impingement event of a 2-

D counter-rotating vortex-pair on initially-flat diffusion flame (see Fig. 2.2(b)) was 

simulated. Single-step idealized chemistry was employed. Cuenot and Poinsot 

(1994) compared DNS predictions of temperature response to χ  with an 

asymptotic flamelet library based on the SLFA.  This comparison showed that for 

relatively slow vortices larger than a certain size, the SLFA predictions agreed 

well with the DNS results. However, as the vortex velocity was increased, 

unsteady effects became dominant leading to deviations of the SLFA results from 

the DNS data. Similarly, as the vortex size was decreased, curvature effects 

were observed leading to disagreement between the SLFA and the DNS 

predictions. However, for vortices small enough to cause curvature effects, the 

vortex velocity had to be increased to prevent viscous dissipation.  Moreover, 

since the SLFA ignores both unsteady and curvature effects, disagreement 

between the SLFA and the DNS predictions could in general result from both the 

effects. Hence, in the study of Cuenot and Poinsot (1994), unsteady effects and 

curvature effects could not be separated. The limits of applicability of the SLFA 

were expressed in terms of the Damkıhler number (Da) based on the vortex 

time-scale and the chemical time-scale. An important observation from their work 

was that unsteady effects became significant prior to extinction implying that the 

SLFA ceases to apply even before extinction occurs. In other words, if Dae 

represents the critical Da below which extinction occurs and DaSLFA represents 

the critical Da below which SLFA ceases to apply i.e. unsteady effects become 

important, then Dae < DaSLFA. The 2-D DNS results were represented on a 

regime diagram with the vortex-to-flame velocity-scale ratio and the vortex-to-

flame length-scale ratio as axes.  
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In the recent past, unsteady extinction processes during flame-vortex 

interactions have received attention. Santoro et al. (2000a) explored vortex-

induced extinction behavior in gaseous methanol counterflow diffusion flames 

experimentally. The vortex ring was generated on the oxidizer-side and allowed 

to impinge on the flame. Formaldehyde (HCHO) PLIF was used to detect local 

extinction. Extinction strain rates measured were almost twice those of steady 

limits. To rationalize this observation, Santoro et al. (2000a) proposed a two-layer 

model for the flame-vortex interaction region. The interaction region was 

characterized in terms of an outer convective-diffusive layer and an inner 

reactive-diffusive layer. The relevant characteristic time-scales in the outer layer 

are the mixing time-scale mτ , proportional to the inverse of the initial strain rate 

imposed by the counterflow on the flame and the initial vortex turnover time, vτ . 

In the inner layer, the relevant time-scales are vτ  and the characteristic chemical 

time cτ .  For the conditions explored, it was found that mvc τττ << . As a result, 

the vortex caused unsteady effects in the outer convective-diffusive layer but the 

inner reactive-diffusive layer behaved in a quasi-steady manner since vc ττ < .  

Using a simple analytical model that invoked the constant-density approximation, 

an expression for the effective scalar dissipation rate experienced by the flame 

was obtained in terms of the time-dependent strain rate imposed by the vortex. It 

was shown that the maximum scalar dissipation rate is lower than the peak 

instantaneous strain rate and a delay exists between the changes in the strain 

rate and the scalar dissipation rate. Consequently, in terms of the effective scalar 

dissipation rate, the vortex-induced extinction limit was only about 30 % greater 

than the quasi-steady limit.  

More recently, Oh et al. (2004) investigated vortex-induced extinction 

behavior of diluted methane-air counterflow flames numerically using multi-step 

reduced kinetic models for methane oxidation. To reduce the computational cost, 

an augmented reaction mechanism (ARM) derived from the comprehensive 

Miller-Bowman (MB) mechanism (Miller and Bowman, 1989) for methane 
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combustion was employed. An ARM is essentially a revised type of reduced 

reaction mechanism (RRM) where certain number of reactions in the RRM may 

be lumped to reduce the total number of reactions. The ARM employed by Oh et 

al. (2004) comprised 17 reaction steps among 21 species. Comparisons of 

steady extinction limits predicted by the ARM showed good agreement with 

experiments and the MB mechanism. In addition, the unsteady response of the 

flame to sinusoidal variations in the scalar dissipation rate was found to be 

similar for the ARM and the MB mechanism.  

Flame-vortex simulations were performed with the ARM using the 

configuration shown in Fig. 2.3(b). Vortices were released from both the fuel and 

air sides. It was found that for the conditions explored, unsteady scalar 

dissipation rates at extinction were 3-4 times the steady extinction limit. Using an 

analysis similar to that of Santoro et al. (2000a), order of magnitude estimates of 

mτ , vτ  and cτ  were obtained. For the conditions of Oh et al. (2004), vτ  was 

shorter than both mτ  and cτ  implying that both the outer convective-diffusive 

layer and the inner reactive-diffusive layer in the flame-vortex interaction region 

were unsteady. This in turn reflected in the relatively large value of the unsteady 

extinction limit. Moreover, the air-side vortex was found to cause a more rapid 

extinction of the flame than the fuel-side vortex. In the computations of Oh et al. 

(2004), the methane flame was located on the air-side of the stagnation plane 

and hence the air-side vortex interacts with the flame earlier relative to the fuel-

side vortex. Interaction of the air-side vortex with the flame resulted in its 

intensification due to enhanced convective transport of vorticity. This in turn 

resulted in higher strain rates on the flame leading to earlier extinction in the case 

of the air-side vortex.  

As indicated in Section 2.1, local extinction may be followed by reignition 

events. In recent years, there has been a growing interest in reignition 

phenomena; both computational and experimental studies have been carried out. 
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In the section that follows, the reignition processes are discussed and key 

conclusions from prior works presented. 

2.3. Reignition 

In turbulent reacting flows, the instantaneous scalar dissipation rate χ   is 

a strongly fluctuating variable (Pitsch, 2006). This implies that we may encounter 

repeated excursions of χ  above and below the steady extinction limit eχ . As 

discussed in Section 2.2, values of χ  equal to or higher than eχ  can lead to local 

extinction and destruction of the flame surface. Following extinction, if the value 

of χ  remains below eχ  for a sufficient amount of time allowing the fuel and 

oxidizer to mix through diffusion, the extinguished regions can reignite leading to 

the creation of flame surface. This process may be understood as a transition 

from the point I in the lower branch of the S-curve shown in Fig. 2.1 to the 

burning upper branch of the curve. However, DNS studies have shown that 

reignition of the extinguished regions can also depend on the presence of 

adjacent burning regions. In this section, we will first discuss some of the 

possible mechanisms for reignition which have been proposed from recent DNS 

studies and then review some of the prior works on reignition in non-premixed 

flame-vortex interactions.  

The mechanism of reignition is closely related to the evolution of the flame 

structure after local extinction. Due to the local disruption of the flame front, we 

encounter extremities of diffusion flames which border a quenched location. The 

extremity of a diffusion flame adjacent to a quenched location is termed as a 

“flame-edge” or simply, an “edge-flame” (Buckmaster, 2002). The schematic in 

Fig. 2.6 shows edge flames formed after local extinction which border 

extinguished regions. The dynamics of these edge flames plays a decisive role in 

the mechanisms of reignition of the extinguished regions. Buckmaster (2002) 

provides a comprehensive review of the characteristics of edge flames. Even 

though edge-flame dynamics is a fairly well-researched topic, its importance in 
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reignition phenomena has received attention only recently (Hewson and Kirstein, 

2002; Pantano, 2004; Sripakagorn et al., 2004).  

 

 

 

 

 

 

 

Figure 2.6. Schematic representation of edge-flames formed after local 
extinction. 

 
 

 
To understand the characteristics of edge-flames, consider Figs. 2.7(a)-

(c), which schematically show the three different configurations of an edge-flame, 

depending on the conditions which exist in the adjoining extinguished region. In 

Figs. 2.7(a)-(c), u is the local flow velocity, uEF is the edge-flame velocity relative 

to the extinguished mixture and uLF is the resultant edge-flame velocity relative to 

the laboratory frame. In the extinction mode (Fig. 2.7(a)), an edge-flame recedes 

away from the extinguished region and leads to the widening of the extinction- 

hole. In other words, reignition does not occur. The extinction front has a 

negative displacement speed (away from the extinction-hole) under these 

conditions. In the propagating ignition mode (Fig. 2.7(b)), the edge-flame displays 

a positive displacement speed towards the extinguished region and leads to 

reignition. The edge-flame can also assume a standing triple-flame structure (Fig. 

2.7(c)) when u and uEF become equal in magnitude. The triple-flame structure 

has a lean-premixed branch and a rich-premixed branch which connect at the 

triple-point. As shown in Fig. 2.7(c), excess fuel from the rich branch and excess 

oxidizer from the lean branch burn out in a trailing diffusion flame.   

Edge-flames 

Extinguished region 
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        (a)                                (b)                                (c) 

 
Figure 2.7. Edge-flame configurations, (a) extinction front, (b) ignition front and 

(c) standing triple-flame.  
 
 
 

Edge flames have been investigated to a significant extent through 

theoretical studies employing activation energy asymptotics (Dold, 1988; 

Buckmaster, 1996; Daou and Linan, 1998; Ghosal and Versvisch, 2000), 

numerical studies with simplified (Reutsch et al., 1995) and detailed chemistry 

(Echekki and Chen, 1998; Im and Chen, 1999; Amantini et al., 2006) and 

experiments (Philips, 1967; Ko and Chung, 1999; Santoro et al., 2000b). From 

these studies, it is now understood that the structure of edge flames depends on 

various parameters such as the Damkıhler number (Da), the Lewis number of 

the fuel and the ratio of unburned to burned gas density. For values of Da larger 

than the extinction Damkıhler number Dae in the adjoining extinguished region, 

the edge-flame behaves as an ignition front and propagates with a positive 

displacement speed towards the extinction-hole. An ignition front could have a 

triple-flame structure for small values of Da but the premixed branches collapse 

to form a simple edge for intermediate values of Da. However, as Da decreases 

to values close to Dae, the edge displacement speed becomes negative 

transforming the edge into an extinction front.  

Santoro et al. (2000b) measured propagation rates of edge-flames in 

counterflow mixing layers. A theoretical framework was also developed using a 
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thermal diffusive model with constant density and transport properties. It was 

shown that the scalar dissipation rate and the Da attained a maximum at the 

center of the stagnation plane and decreased at radial distances away from the 

center. Consequently, an extinction front was formed bordering the extinction-

hole at the center which was found to recede away from the hole. However, at a 

certain radial distance away from the center, the Da became large enough to 

transform the extinction front to a propagating edge which eventually stabilized 

as a triple-flame. Fig. 2.8 shows a schematic representation of the measured 

results of Santoro et al. (2000b). In Fig. 2.8, the edge-speed uEF is normalized by 

the premixed laminar flame speed uL. As discussed before, the edge-flame 

speed rapidly falls as the Da falls close to the extinction value. In the 

experiments, the propagating edge-flame speed was roughly 2.6 times the 

laminar flame speed. This ratio scaled with the square root of the unburned to 

burned gas density ratio, in agreement with the numerical studies of Ruetsch et 

al. (1995). Further details on the structure of edge and triple-flames may be 

found in Buckmaster (2002) and the references therein.  

 
Figure 2.8. Edge-flame speed vs. Da (Santoro et al., 2000b). 

 

 

 The importance of edge-flames in reignition phenomena has been 

demonstrated in recent DNS studies of jet flames (Pantano, 2004) and diffusion 

flames evolving in isotropic decaying turbulence (Sripakagorn et al., 2004). 

Pantano (2004) performed a massively parallel 3-D DNS with approximately 100 
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million grid points of a combusting methane plane jet in the near-field. The jet exit 

Reynolds number was relatively low, about 3000 and a 4-step reduced kinetic 

model for methane combustion (Peters, 1985) was employed. For the 

parameters chosen for the simulation, local extinction and reignition in the jet 

were observed. The locations of the flame-edges were identified by the 

intersections of the isosurfaces of the hydrogen (H) radical with the isosurfaces 

of the stoichiometric mixture fraction.  Flame-edge statistics in the form of joint 

PDFs of the edge-speed and the instantaneous scalar dissipation rate were 

computed. The peaks of the joint PDFs were found to occur at the theoretical 

edge-flame speed (Reutsch et al., 1995), equal to ( )/ *ub b Luρ ρ , where ubρ  and 

bρ  are the unburned and burned gas densities, respectively, at values of the 

scalar dissipation rate χ  lower than the extinction limit eχ . However, 

considerable broadening of the joint PDFs was observed due to unsteady effects. 

Negative edge-flame speeds were observed for values of χ  larger than eχ .  

 Sripakagorn et al. (2004) performed 3-D DNS of a diffusion flame evolving 

in isotropic decaying turbulence to simulate extinction and reignition. Single-step 

idealized chemistry was employed and the thermal diffusive approximation with 

constant density and transport properties was invoked. Three types of reignition 

scenarios were identified: an independent flamelet scenario, reignition due to 

propagation of edge-flames and a third scenario involving engulfment of the 

extinguished region by a hot neighborhood. The independent flamelet scenario 

was observed when the excursions of χ  above eχ  were relatively small and 

short-lived. In such cases, the extinguished flamelets reignited without 

substantial interactions with the neighboring burning flamelets.  

However, when the excursions of  χ  above eχ  were large and lasted for a 

long time, reignition occurred under the influence of the adjacent burning regions. 

In particular, two modes of reignition were observed. In the first one, reignition 

occurred through propagation of edge-flames as ignition fronts towards the 
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extinguished regions. This was termed as the ‘edge-flame propagation’ scenario. 

In the second mode, reignition occurred through turbulent convection of hot 

gases into the quenched regions. Sripakagorn et al. (2004) termed this mode as 

the ‘engulfment’ scenario.  The classical 1-D flamelet model (Peters, 1984) which 

ignores interactions between adjacent flamelets failed to predict the edge-flame 

propagation and engulfment scenarios for reignition. As discussed in the 

modeling studies of Hewson and Kirstein (2002) on extinction and reignition in jet 

flames, the edge-flame propagation and engulfment scenarios can be 

differentiated by the direction of heat transfer from the edge-flames to the 

extinguished regions.  

 

Figure 2.9. Schematic representation of the edge-flame propagation and 
engulfment scenarios for reignition.  

 

 

To clarify this, consider Fig. 2.9 which shows a schematic representation 

of reignition by the two modes. As shown in the figure, heat transfer from the 

edge flames occurs along the stoichiometric isocontour for the propagation 

scenario while heat is transferred perpendicular to the stoichiometric contour for 

the engulfment scenario. Sripakagorn et al. (2004) computed the fraction of 

extinguished flamelets which reignite through the three modes. It was found that 

the majority of the flamelets reignited through the edge-flame propagation and 

Edge-flame 

Stoichiometric 
contour 

Propagation 

Engulfment 

Extinguished regions 



www.manaraa.com

 

 

30

engulfment scenarios; propagation being the most dominant mode of reignition. 

Moreover, the results showed that reignition is relatively slow as compared to 

extinction. Due to the complexity of the simulated turbulent flowfield in the work 

of Sripakagorn et al. (2004), the effects of individual length-scales and the 

associated curvature effects on the reignition behavior could not be isolated. The 

flame-vortex setup employed in the present work is particularly suitable to 

explore these aspects. 

Reignition has received attention, to a limited extent, through experimental 

and computational studies of flame-vortex interactions. As discussed before, the 

flame-vortex setup allows detailed investigation of effects due to unsteadiness, 

curvature and chemical kinetics on the flame structure. Santoro et al. (2002) 

performed experiments on diluted methanol spray counterflow diffusion flames 

with vortices injected from both the fuel and oxidizer sides. Based on the overall 

stoichiometry, the flame was located on the fuel-side. The fuel droplets were 

found to completely vaporize before reaching the flame. Local extinction followed 

by reignition was observed for the range of vortex circulations employed. The 

robustness of the spray flame to vortex-induced extinction was compared to that 

of a gaseous flame. The comparison showed that the spray flame was relatively 

weaker than the gaseous flame and extinguished at lower vortex circulations. 

This inherent weakness of the spray flame relative to the gaseous flame was 

attributed to the additional heat loss due to the latent heat of vaporization of the 

fuel droplets. Since the flame was located on the fuel-side of the stagnation 

plane, vortices injected from the air-side had to pass through the stagnation 

plane prior to interaction with the flame. Consequently, the air-side vortices were 

considerably weakened due to stretching at the stagnation plane and were much 

less effective in causing extinction than the fuel-side vortices. Following 

extinction, an annular extinction-hole was formed at the center which was 

bordered by two flame-edges on either side of the vertical centerline. 

Subsequently, the extinction-hole was healed by the propagation of the edge-

flames. When the vortices approached the flame from the oxidizer-side, the 
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reignition time was found to be significantly different for the spray and gaseous 

flames. The spray flames required more time to reignite following extinction. This 

observation was attributed to the fact that in the case of spray flames, the fuel 

droplets in the extinguished region were displaced from the centerline by the air-

side vortex. This fuel-depletion effect increased the time required for reignition to 

occur for the spray flames. On the hand, the differences in reignition times 

between spray and gaseous flames were minimal for fuel-side vortices since the 

availability of the fuel droplets in the reigniting region was not affected due to the 

vortex-induced flow.  

Recently, Herrmanns et al. (2007) computationally investigated the 

dynamics of flame-edges formed by the local extinction of non-premixed flame-

sheets in counterflow mixing layers by axisymmetric vortex rings. A mathematical 

model which employed the constant density approximation was employed. The 

evolution of the velocity-field, derived from potential flow theory, was obtained by 

superimposing the axisymmetric velocity-field due to the vortex ring on the 

unperturbed strained flow in the mixing layer. The evolution of the mixture 

fraction Z was obtained by integrating a transport equation for Z derived with the 

assumptions of constant density and constant transport properties. The location 

of the flame-sheet was determined by the location of the stoichiometric surface. 

The flame-edges were presumed to propagate with a well-defined velocity which 

was expressed as a function of the local Damkıhler number.  The flame-vortex 

ring interaction was described in terms of four non-dimensional numbers based 

on the flame and vortex characteristics: a Peclet number for the unperturbed 

flow, a flame-robustness parameter indicating how far the initial flame is from 

extinction, the overall air-to-fuel stoichiometric ratio, and a non-dimensional 

vortex circulation. Despite the simplicity of the model, good qualitative agreement 

was reported with experimental visualization. The model results showed that for 

the case of strong vortices interacting with robust flames, i.e., flames initially far 

from extinction, axial extinction followed by reignition occurred. Moreover, the 

dynamics of the flame-edges were predominantly controlled by the vortex-
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induced convective velocities and much less dependent on the robustness of the 

flame. However, for the case of weak flames interacting with weak vortices, as in 

the case of the experiments of Santoro et al. (2002), the model predictions did 

not agree well with the experimental visualization. This disagreement was 

attributed to failure of the constant property model to describe the dissipation of 

the relatively weak vortex due to contact with hot gases in the flame. Moreover, 

phenomena such as focusing of the edge-flames due to the vortex-induced flow 

which can lead to mutual annihilation events during reignition could not be 

captured by the model. Evidence of such mutual interactions between edge-

flames during reignition will be shown in the present work.  

Experimental and computational studies on extinction and reignition have 

also been reported in a double-vortex-flame configuration. The experiments 

(Amantini et al., 2005), which were performed on gaseous methanol-air 

counterflow flames subjected to two impinging counter-rotating vortices from the 

fuel and air sides, showed that following local extinction, the resulting flame-

edges are initially advected away from the extinction-hole due to vortex-induced 

radial velocities but subsequently propagate towards the hole leading to 

reignition. Similar trends were observed by Yoo and Im (2005), who performed a 

2-D DNS study on a similar configuration with H2/air flames. The edge-

displacement speed was found to be negative in the initial phase of reignition for 

a limited duration due to enthalpy loss in the transverse direction in the presence 

of large strain. Early transient effects were found to be significant in the 

determination of the edge-flame speed. 

It is important to note that the flame-vortex interaction studies provide 

insight into the detailed effects of a single turbulent eddy on the local flame 

structure. However, flamelets in the near-field of the jet are likely to encounter a 

spectrum of turbulent scales. Hence, in order to gain insight into the 

simultaneous effects due to a spectrum of scales, we perform studies of 

unsteady flamelets (Chapter 9) subjected to scalar dissipation rate (χ ) 

fluctuations. These fluctuations are obtained as turbulent time records generated 
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from the analysis of the unsteady flowfield of the 70,000 Reynolds jet computed 

using LES. In the section that follows, we briefly review prior works focusing on 

the unsteady response of diffusion flames to temporal variations in the strain 

rate.  

2.4. Unsteady Response of Diffusion Flames 

The effect of flow unsteadiness on the structure of counterflow diffusion 

flames has received considerable attention in the last two decades (Im et al., 

1995; Egolfopoulos and Campbell, 1996; Kistler et al., 1998; Im et al., 1999; 

Welle et al., 2003).  These studies have been carried out by imposing oscillatory 

strain rates on the flames. Two major conclusions from these studies are: a) at 

high frequencies of the imposed perturbation, the flame becomes relatively 

insensitive due to increased phase lag, and (b) this insensitivity may lead to 

extinction strain rates higher than steady limits.  

Egolfopoulos and Campbell(1996) performed numerical investigations of 

counterflow methane-air flames subject to velocity and fuel mass fraction 

oscillations at the nozzle exits. It was shown that the phase lag associated with 

the flame response at high frequencies results from the attenuation of the 

oscillations imposed in the outer convective layer, by diffusion in the inner 

diffusive-reactive layer. In other words, the unsteady response of diffusion flames 

is diffusion-limited. In another numerical study involving counterflow methane-air 

flames, Im et al.(1999) investigated the chemical response of species including 

pollutants like carbon monoxide (CO) and nitrogen oxides (NOx) to oscillating 

strain rate under conditions far from extinction. Their studies showed that owing 

to relatively slow characteristic chemical time-scales, the response of CO and 

NOx is weak at high frequencies. Furthermore, the authors showed that the 

scalar dissipation rate ( χ ) is a more appropriate parameter to characterize 

unsteady flames than the strain rate, since χ  accounts for the diffusion-limited 

flame response. In this context, the studies reported in the present work in 
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Chapter 9 employ the flamelet formulation, where χ  directly appears as a 

parameter incorporating the effects due to flow-unsteadiness. Note that in 

addition to the numerical works discussed above, recent experiments (Welle et 

al., 2003) on propane-air diffusion flames have also confirmed the diffusion-

limited frequency response of diffusion flames to strain rate oscillations, resulting 

in an increased lag at high frequencies.  

Oscillatory perturbation studies have also focused on unsteady flame 

extinction. For instance, Im et al. (1995) compared the unsteady response of 

near-extinction flames and flames in the Burke-Schumann limit, i.e. infinitely fast 

chemistry. Near-extinction flames were shown to be more sensitive to flow-

unsteadiness, and the heat-release rate response of these flames exhibited a 

phase-lag to the imposed strain rate oscillation. Unsteady extinction in 

counterflow hydrogen/air flames in the presence of sinusoidal strain was studied 

numerically and experimentally by Kistler et al. (1998) These studies showed that 

for strongly burning flames, i.e. flames initially far from extinction, the unsteady 

extinction strain rates increasingly deviate from steady values at relatively high 

frequencies, due to the delayed response of the flames. Note that some of the 

findings discussed above, such as the distinction between unsteady and steady 

extinction limits, were reviewed in the context of the flame-vortex interactions as 

well in the previous section. Essentially, the vortex may be thought of as a strain 

rate perturbation on the flame with a time-dependent amplitude and frequency 

that are related to the length and velocity scales of the vortex.  

In Chapter 9, we will investigate the response of diffusion flamelets to 

turbulent fluctuations of the scalar dissipation rate. As a preliminary step towards 

the understanding of the unsteady flame response, we will consider oscillatory 

perturbations similar to the studies reviewed above. In addition to unsteady 

extinction, we will clarify the effects of unsteadiness on reignition, which has not 

received attention in the literature so far. Furthermore, while the studies reviewed 

above investigated simpler fuels like methane, we will focus on n-heptane, which 

is a commonly employed surrogate for practical fuels like diesel. The unsteady 
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response of the flame temperature, major species and pollutants during 

extinction/reignition is investigated, and the applicability of steady flamelets in 

unsteady flowfields is assessed.  

In the next section, an overview of the LES methodology and subgrid 

scale modeling is presented. Key results from some of the prior LES studies 

focusing on velocity-field and passive scalar statistics are discussed.  

2.5. Large-eddy Simulation of Jets 

Large-eddy simulation (LES) has emerged as an important research tool 

in recent years. LES is increasingly being applied to a variety of complex flows 

with unsteadiness, streamline curvature, recirculation, swirl, and combustion, 

which may occur in practical applications such as gas turbines and internal 

combustion engines. Progress in the development of LES-based models has 

been reviewed by several authors (Rogallo and Moin, 1984; Lesieur and Metais, 

1996; Piomelli, 1999; Meneveau and Katz, 2000; Pitsch, 2006, Oefelein, 2006). 

The central concept in LES is to fully resolve the large-scale energy-containing 

eddies of the simulated turbulent flowfield. These large-scale motions are 

strongly dependent on the flow geometry and boundary conditions. On the other 

hand, the small-scale motions are not resolved but modeled through a subgrid 

scale (SGS) model. While this leads to a significant saving in computational cost 

in comparison to a DNS where the entire spectrum of turbulent scales is 

resolved, the additional justification for SGS modeling relies on the premise that 

the small-scales are isotropic, universal and carry a relatively small fraction of the 

total energy.  

The LES methodology involves the application of a spatial filtering 

operation to the instantaneous turbulent flowfield, which removes turbulent 

motions of length-scales smaller than the filter width ∆. The governing (filtered) 

equations for the remaining large-scale motions are then discretized and solved 

on a mesh with spacing of the order of or smaller than ∆.  As indicated by Pope 

(2004), this methodology of resolving the large-scales while modeling the small 
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scales seems to be compelling for the transport of momentum, heat and mass in 

free shear flows at high values of Re. In such flows, the transported quantities of 

interest and the rate-controlling processes are determined by the large-scale 

motions which then cascade down to the statistically isotropic and more universal 

smaller scales, at least in the Richardson-Kolmogorov point of view. However, 

this may not be the case in applications such as turbulent combustion. In these 

applications, the rate-controlling processes of molecular mixing and chemical 

reactions occur at the smallest scales and therefore need to be modeled. 

Accordingly, the reliability of the LES technique is then closely linked to the 

reliability of the SGS model, as in the case of RANS. In fact, most LES 

combustion models are formulated on similar lines as RANS models. LES-based 

models for turbulent combustion were recently reviewed by Pitsch (2006).  

 Various SGS models for LES have been formulated and tested, the 

simplest and widely employed being the Smagorinsky model (Smagorinsky, 

1963). The Smagorinsky model employs an eddy-viscosity-type closure based on 

a mixing length hypothesis and requires the specification of a model constant Cs, 

which typically lies in the range 0.11-0.23 (Piomelli, 1999). Even though the 

Smagorinsky model has been widely employed for computations of jets (Morris et 

al., 1997; Bogey et al., 2003; Suto et al., 2004; Andersson et al., 2005; Anders et 

al., 2007) with reasonable accuracy, it has been found to be overly dissipative 

which could hinder transition to turbulence (Gago et al., 2003). The model is 

particularly unsuitable for wall-bounded flows where it does not produce the 

correct limiting behavior near the wall (Lesieur and Metais, 1996).  

To overcome these limitations of the Smagorinsky model, dynamic models 

(Germano et al., 1991; Piomelli, 1999) have been developed in which the model 

constant is computed as a function of space and time as the simulation 

progresses. This removes the need to adjust the model constant depending on 

the flow geometry as in the case of the Smagorinsky model. Dynamic models 

assume scale invariance which allows the computation of a dynamic model 

coefficient using information from the resolved scales by performing a test filter 
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operation, with typically twice the grid filter width. The dynamic Smagorinsky 

model has been shown to yield superior performance relative to the constant-

coefficient model for flows in rotating channels, mixing layers, scalar mixing in co-

annular jets and turbulent boundary layers (Meneveau and Katz, 2000 and the 

references therein). However, apart from the added computational cost of 

performing the test filter operation to compute the dynamic coefficient, the 

dynamic procedure leads to a high degree of variability in the computed eddy 

viscosity, including negative values which could lead to numerical instabilities. 

Remedies to get rid of such instabilities have been proposed (Germano et al., 

1991; Ghosal et al., 1995) such as averaging along directions of statistical 

homogeneity. In addition to dynamic models, scale-similar and mixed models 

have been developed which are reviewed by Piomelli (1999), among others. 

Scale-similar models are based on the premise that the most active subgrid 

scales are close to the grid cut-off wavenumber and that they interact with scales 

just above the cutoff.  These largest subgrid scales are then computed by filtering 

the SGS scales. Scale-similar models tend to underestimate the dissipation and 

hence mixed models have been developed which add the scale-similar SGS 

stress contribution to the standard Smagorinsky model.  

 LES studies have also been reported in the literature without an explicit 

SGS model. Examples are those by Visbal and Rizzetta (2002) and Visbal et al. 

(2003). In these studies, the spatial filter employed played the role of an implicit 

SGS model and provided the required smoothing and dissipation to prevent the 

pile-up of energy at the small-scales. Moreover, it was concluded that the SGS 

model did not have a significant influence on the results. Uzun (2003) compared 

centerline mean velocity profiles, growth rates, Reynolds stresses and far-field jet 

noise with a dynamic SGS model and without an explicit SGS model for a jet with 

an exit Reynolds number of 400,000. The comparisons showed that the jet 

growth rate is faster without the SGS model. In addition, the peak centerline 

turbulence intensities were higher without the SGS model, which lead to higher 

noise levels. Moreover, analysis of the temporal spectra of the streamline velocity 
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fluctuations showed more energy at higher frequencies (finer scales) when the 

SGS model was not used. On the other hand, the lower frequencies (larger 

scales) were found to be more energetic with the dynamic SGS model. In other 

words, the eddy viscosity of the dynamic model caused a reduction of the 

turbulent kinetic energy at the finer scales. Uzun (2003) did not give a definitive 

conclusion as to which approach is the best but reported that the use of the 

dynamic SGS model increased the computational cost by about 50 %. Another 

example of LES without SGS modeling is the monotone-integrated large-eddy 

simulation (MILES) approach (Boris et al., 1992). In MILES, the Navier-Stokes 

equations are solved on a grid which is relatively coarse and no explicit SGS 

model is used. The numerical scheme is constructed to be stable and non-

oscillatory in the regions of inadequate resolution.  

 Now we will review some of the prior LES studies specifically related to 

jets. In recent years, LES studies in the near-field of high-Reynolds number jets 

have been performed. DeBonius and Scott (2002) report LES computation in the 

near-field up to about 20 diameters downstream of the nozzle exit, of a Mach 1.4, 

1.2x106 Reynolds number round jet. The computational grid employed modeled 

both the nozzle geometry and the external jet flowfield. A relatively coarse grid 

with about 1.5 million grid points and a finer grid with about 2.3 million points 

were employed. Fourth order accurate time-stepping and central differencing 

schemes along with a sixth order spatial filter were used. The compressible form 

of the constant-coefficient Smagorinsky model was used as the SGS model. The 

simulation performed on 16 processors on a Silicon Graphics Power Challenge 

machine required about 2 months of calendar time. The computations 

underpredicted the potential core was by about 1.5 jet diameters relative to 

experiments. The authors attribute the shorter computed potential core to 

inadequate dissipation from the SGS model. Both the grids employed resulted in 

a rate of centerline velocity decay close to the measurements. In addition, two-

point space correlations were computed to estimate integral length-scales in the 

jet. The computed integral length-scales were approximately dj/2, where dj is the 
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jet diameter. Two-point space time correlations were also computed to estimate 

the convection velocity of the turbulent structures. The convection velocities 

ranged from 0.57Uj – 0.71Uj, where Uj is the injection velocity depending on the 

separation distance. The convection velocity was found to decrease with 

increasing separation distance due to viscous effects.  

 Bogey et al. (2003) investigated the near-field of a 65000 Reynolds 

number, 0.9 Mach number round jet using compressible large-eddy simulation. 

They employed a seven-point stencil dispersion-relation-preserving (DRP) finite-

difference scheme to discretize the Euler (convective) fluxes, a standard 2nd-

order finite difference scheme for the viscous terms and 4th-order Runge-Kutta 

scheme for time integration. The constant-coefficient Smagorinsky SGS model 

was employed and the jet was forced at the inlet using a vortex-ring perturbation 

to trigger transition to turbulence. The perturbation was divergence-free, 

temporally random and generated turbulence intensities around 4% locally in the 

shear layer. These intensities were strong enough, so that a potential core similar 

to that for high-Reynolds number jets, of about 10.4ro, where ro is the inlet jet 

radius, was observed. A velocity decay constant of 5.5 and a spreading rate of 

0.096 were reported which agreed well with experimental data. Furthermore, the 

radial profiles of the normalized Reynolds-stresses at axial locations beyond 15ro 

were well superimposed, indicating self-similarity. Integral length-scales were 

computed using two-point space correlations. In the self-similar region, a linear 

increase of the computed integral length-scale with axial distance was observed, 

in agreement with the measured trends reported by Wygnanski and Fiedler 

(1969).  Moreover, the longitudinal length-scale L11 was found to be about 2.4 

times the transverse length-scale L22, somewhat higher than the factor of 2 

typical of homogenous isotropic turbulence. In addition, the computed energy 

spectrum showed a k-5/3 decay. The grid cutoff wavenumber was shown to lie in 

the inertial range thereby supporting the assumption of the SGS model. 

   In addition to statistics of the velocity field, LES has been employed in 

the recent past to investigate passive scalar transport in the near-field of jets. 
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Ribault et al. (2001) performed LES of a 3000 Reynolds number plane jet to 

investigate passive scalar statistics. The relatively low Reynolds number was 

chosen to compare with experiments and DNS. Dynamic Smagorinsky and 

dynamic mixed SGS models were employed in the filtered equations for 

momentum and the scalar. A 4th-order compact scheme was used for spatial 

discretization along with 4th –order spatial filtering while a 4th-order Runge-Kutta 

scheme was employed for time advancement. The 3-D grid measured 12 (axial) 

x 15 x 4 in inlet jet slot-width units with 61 (axial) x 105 x 16 grid points. This grid 

comprised of a factor of 22 fewer points than the corresponding DNS. At the jet 

inlet, a broadband forcing representative of isotropic turbulence was introduced 

to facilitate transition. Ribault et al. (2001) investigated two types of errors in 

terms of the jet half-width; the numerical error which was defined as the 

difference between a coarse-resolution LES and a fine-resolution LES with the 

same filter width, and the modeling error which was defined as the difference 

between the fine LES and the DNS results.  The analysis of these two types of 

errors showed that while the relative magnitudes were about the same, the signs 

were opposite.  

 

Figure 2.10. Schematic representation of the error analysis reported by Ribault et 
al. (2001); h is the jet inlet slot width. 
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 Figure 2.10 shows a schematic of the findings of Ribault et al. (2001). As 

shown in the figure, the numerical error assists the SGS model and the total error 

is less than the modeling error. Ribault et al. (2001) computed statistics of the 

passive scalar which include mean and RMS values, higher moments such as 

skewness and kurtosis and probability density functions (PDFs). The computed 

decay rate of the mean passive scalar along the jet centerline compared 

favorably with both experiments and the DNS results. The results with the 

dynamic Smagorinsky model were slightly closer to the DNS. The PDFs were 

computed at different axial locations and different radial locations at each axial 

location using the filtered passive scalar field and compared to those obtained 

with the DNS. It was found that at axial locations close to the jet exit, for instance 

at x/h =1, the PDFs exhibited a marching behavior. This implies that the most 

probable value across the mixing layer follows (or marches along) the local mean 

value of the scalar. This type of PDF is representative of small-scale mixing. The 

marching behavior was also confirmed in the DNS. However, at downstream 

locations, for instance at x/h =7, the PDFs showed a non-marching behavior 

where the most probable value approximately remained the same while the 

mean value decreased across the shear layer. At even greater axial locations 

such as x/d = 11.5, the PDFs were found to be tilted where marching behavior 

was observed close to the centerline but secondary peaks corresponding to 

unmixed fluid occurred at radial locations away from the centerline. The overall 

qualitative behavior in the PDFs computed from the LES flowfield was in good 

agreement with the DNS results. However, the peaks were lower in magnitude 

and the PDFs were wider in the LES, suggesting additional mixing due to subgrid 

fluctuations. Moreover, the DNS flowfield showed strong patches of unmixed fluid 

at the jet centerline at downstream axial locations which were absent in the LES.  

 The present study investigates statistics of the velocity and passive scalar 

(mixture fraction) fields in the near-field of gaseous fuel jets under diesel engine 

conditions. These conditions are characterized by high pressures and relatively 

large density ratios between the injected and the ambient fluids. Studies in the 
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near-field of jets under diesel conditions are limited in the literature. A recent 

example is the LES performed by Anders et al. (2007). The near-field of a 80,000 

Reynolds number gaseous n-heptane jet injected into air was investigated. The 

3-D computational domain measured 32 (axial) x16x16 in terms of the jet exit 

diameter with 400 (axial) x 128 x 128 grid points. The constant-coefficient 

Smagorinsky SGS model was employed. The spatial discretization was achieved 

with a 6th–order compact scheme while time-integration was performed with a 

4th–order Runge-Kutta scheme. A 6th–order tridiagonal spatial filter was 

employed. The jet was forced at the inlet with a vortex-ring perturbation similar to 

the one used by Bogey et al. (2003). The Navier-Stokes characteristic boundary 

conditions method (Poinsot and Lele, 1992) was extended to account for multi-

component transport and used to impose subsonic inflow conditions at the jet 

inlet and non-reflective outflow conditions at all the other boundaries. The 

simulated pressure was 40 bar and the injected-to-ambient gas density ratio was 

about 3.5. The transient development of the head-vortex ring and the transition to 

turbulence was examined through instantaneous contours of vorticity.  The 

implemented LES model predicted a potential core of about 8 diameters. The jet 

half-width was computed from the time and azimuthally-averaged data. A 

spreading rate of about 0.12 was estimated which is higher than the experimental 

reported range of 0.086-0.096. This discrepancy was attributed to the lack of self-

similarity in the simulated near-field region of the jet.  

2.6. Summary 

 In this chapter, prior works on non-premixed flame-vortex interactions, and 

the unsteady response of non-premixed flames were reviewed. Since the present 

work is focused on the investigation of flame extinction/reignition, prior findings in 

the literature related to extinction/reignition were discussed. The review 

emphasized the differences between vortex-induced extinction and quasi-steady 

extinction. In particular, extinction in the presence of a vortex may be 

characterized by unsteady effects. Due to unsteadiness in the flame response, 



www.manaraa.com

 

 

43

we may encounter extinction scalar dissipation rates greater than steady limits. 

Some of the possible mechanisms leading to reignition following local extinction 

were discussed. The importance of edge-flame dynamics in reignition 

phenomena was demonstrated. Studies so far have not investigated the effects 

due to unsteadiness and curvature on reignition phenomena, which are important 

in the context of modeling, and validity of modeling approaches, such as flamelet 

models. The present work clarifies unsteady and curvature effects on 

extinction/reignition in the context of flame-vortex interactions, and explores the 

nature of variation of these effects in the near-field of high-Re jets.  

 An overview of the LES methodology and subgrid scale modeling was 

presented.  Key results from some of the recent studies on velocity field and 

passive scalar statistics were discussed.  In this work, LES of the near-field of a 

high-Re isothermal gaseous fuel jet is carried out to estimate length-scales, 

velocity scales and scalar dissipation rates; which are then used to select vortex 

and flame characteristics for the flame-vortex studies. Even though estimates of 

length-scales and velocity-scales are available from LES studies in the literature 

(Bogey et al., 2003; Uzun, 2003) at values of Re comparable to those employed 

here, these studies have not focused on mixture fraction statistics and scalar 

dissipation rates. Moreover, these studies have not been performed under diesel 

conditions, i.e., under high pressures and large density ratios between the 

injected and the ambient fluids. Hence, we employ a LES model recently 

employed by Anders et al. (2007) to investigate jets under diesel conditions. In 

the chapter that follows, the problem formulation for the LES of a 70,000-Re 

variable-density isothermal round gas jet is presented. This includes a 

description of the governing equations, numerical discretization and filtering 

schemes, subgrid scale model, and the computational setup for the LES.    
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CHAPTER 3. PROBLEM FORMULATION: LES STUDIES 

3.1. Introduction 

This chapter deals with the problem formulation for the LES of the near-

field of a high-Re number gaseous fuel jet under diesel conditions. In Section 3.2, 

the formulation of the LES equations is discussed briefly. The subgrid scale 

model equations are presented in Section 3.3. The spatial filtering scheme is 

discussed in Section 3.4. Thereafter, the inlet perturbation employed to trigger 

transition to turbulence is discussed in Section 3.5. Thereafter, the spatial and 

temporal discretization schemes, and the boundary conditions are presented in 

Sections 3.6 and 3.7, respectively. The numerical grid, initial conditions and the 

speed-up of the 3-D code are discussed in Section 3.8. In this section, the 

implementation of a buffer layer required to prevent fluctuations and vortical 

structures at the exit boundary is discussed. The chapter closes with a summary 

in Section 3.9. 

3.2. Filtered Governing Equations 

The LES methodology involves the application of a spatial filter to the 

flowfield to remove turbulent motions below the filter width. These unresolved 

turbulent motions are often referred to as subgrid scales since the filter width is 

typically chosen to be of the order of the grid size. The effects of the subgrid 

scale (SGS) motions on the resolved scales are then accounted for through a 

SGS model. Similar to Reynolds decomposition which is employed in Reynolds-

averaged Navier-Stokes (RANS) modeling, any variable f is decomposed into 

filtered (or resolved) f
~
 and residual (or subgrid scale) f ′  components, so that 
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.
~

fff ′+=                                                                                                          (3.1) 

In Eq. (3.1), f
~
 is a density-weighted (Favre) filtered variable since we are 

interested in compressible flows in this work. f
~
 is defined as 

,
~

ρ
ρf

f =                                                                                                             (3.2) 

where the filtering operation is denoted by the overbar. The Favre-filtering 

operation can be expressed as a convolution volume integral given by 

( ) ( ) ( ) ,  
1~ ''''

xxxxx dfGf
V

ρ
ρ ∫∫∫ −=                                                                          (3.3) 

where G  denotes the filter function. The specific filtering scheme employed in 

this work will be discussed later. The present work employs a 3-D non-uniform 

Cartesian grid. The local filter width ∆  is determined in terms of the local grid-

spacing x∆ , y∆  and z∆  along x, y and z directions, respectively, using the 

expression: 

( )3
x y z∆ = ∆ ∆ ∆ .                                                                                                 (3.4) 

 To derive the filtered continuity and momentum equations, the Favre-

filtering rules are applied to the equations with the assumption that the filtering 

operation commutes with differentiation, which is not strictly valid for non-uniform 

grids (Moin et al., 1991). The resulting continuity and momentum equations, in 

terms of Favre-filtered variables are given by 

( )j
j

0,u
t x

ρ
ρ

∂ ∂
+ =

∂ ∂
%                                                                                              (3.5) 

( ) ( ) ij

i i j

j j j

p
u u u

t x x x

τ
ρ ρ

∂∂ ∂ ∂
+ = − +

∂ ∂ ∂ ∂

%
% % % ,                                                                     (3.6) 

where ijτ%  is the effective stress tensor given by the sum of the resolved stress ijσ~  

and the SGS stress SG
ij

σ%  as 

ij ij SG
ij
.τ σ σ= +% % %                                                                                                     (3.7) 
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Using an eddy-viscosity model, ijτ%  can be written as 

ji k
ij eff ij kk ij

j i k

2 1
,

3 3

uu u

x x x
τ µ δ τ δ

  ∂∂ ∂
= + − +   ∂ ∂ ∂   

%% %
% % %                                                           (3.8) 

where effµ%  is the effective dynamic viscosity, given by 

eff T .µ µ µ= +% % %                                                                                                       (3.9) 

Here, Tµ%  is the eddy-viscosity. In this work, closure for Tµ%  is obtained from the 

constant-coefficient Smagorinsky SGS model.  The filtered energy and species 

equations can be obtained in a similar fashion. The final forms of the filtered 

energy and species equations, respectively, implemented in the FLEDS code are 

given below: 

( ) ( ) ( ) k
j ij j eff k eff

kj j j j j j

,
YT

e e p u u h D
t x x x x x x
ρ ρ τ λ ρ

    ∂∂ ∂ ∂ ∂ ∂ ∂
 + + = + +          ∂ ∂ ∂ ∂ ∂ ∂ ∂     

∑
%%

%% %% % % % %   (3.10) 

( ) ( ) k
k k j eff

j j j j

.
Y

Y Y u D
x x x x

ρ ρ ρ
 ∂∂ ∂ ∂

+ =   ∂ ∂ ∂ ∂ 

%
% % %%                                                           (3.11) 

The LES studies performed in this work are non-reacting and hence chemical 

kinetic source terms do not appear in Eqs. (3.10) and (3.11). Note that with the 

eddy-viscosity model, the filtered governing equations and the exact equations 

(see Eqs. (4.1)-(4.4)) have analogous forms, with effective transport properties 

replacing the molecular transport properties in the filtered equations. Now, we will 

discuss the closure expressions for the effective properties using the SGS model. 

3.3. The Smagorinsky Model 

 In this work, the constant-coefficient Smagorinsky model (Smagorinsky, 

1963) is used as the SGS model. The SGS eddy-viscosity Tµ%  is modeled as 

2
2

T  ,C Sµ ρ= ∆ %%                                                                                               (3.12) 
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where ( )
1
2

ij ij2S S S=% % % , ijS
%  being the strain-rate tensor, and ∆  is the local filter-

width. In Eq. (3.12), C  is a model constant, set equal to 0.012 in this work. This 

value of C  has been employed in prior LES studies of jets (Speziale et al., 1988; 

Morris et al., 1997; Andersson et al., 2005). The effective stress tensor is given 

by 

2
2

ij eff ij kk ij I ij

2 2
2  ,

3 3
S S C Sτ µ δ ρ δ = − − ∆  
% % %% %                                                           (3.13) 

where IC  is a model constant, chosen to be equal to 0.0066. In addition, the 

turbulent Prandtl number tPr  and the turbulent Schmidt number tSc  are specified 

to compute the SGS thermal and mass diffusivities. In the present work, we 

choose t 0.7Pr =  and t 0.9Sc = . The values of  IC ,  tPr  and tSc  chosen here are 

identical to those employed in the LES studies of Speziale et al. (1988), Morris et 

al.(1997), Andersson et al.(2005) and Anders et al.(2007). 

3.4. Spatial Filtering 

 Spatial filtering is employed to get rid of fluctuations close to the grid-

scale. In this context, the spatial filter plays a similar role as that of the SGS 

model by removing small-scale fluctuations and preventing energy pile-up. In 

Section 2.4 of Chapter 2, prior works in the literature without an explicit SGS 

model where the spatial filter was used to dissipate the small-scale fluctuations 

were discussed. In this work, the filtering scheme developed by Lele (1992) is 

employed.  

 Let f  be a flow variable and f  be the corresponding filtered variable. 

Then, the filtering operation involves the solution of the following system of 

equations: 

( ) ( ) ( )i-2 i-1 i i+1 i+2 i i-3 i+3 i+2 i-2 i+1 i-1 .
2 2 2

d c b
f f f f f af f f f f f fβ α α α+ + + + = + + + + + +   (3.14) 

For 6th-order accuracy, the coefficients of the scheme are given by (Lele, 1992) 
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( )1
11 10 10 ,

16
a α β= + −                                                                                     (3.15) 

( )1
15 34 30 ,

32
b α β= + +                                                                                    (3.16) 

( )1
3 6 26 ,

16
c α β= − + +                                                                                      (3.17) 

( )1
1 2 2 .

32
d α β= − +                                                                                         (3.18)  

Setting 0β =  results in a tri-diagonal system of equations which is solved using 

the TDMA. The filter parameter α  decides the cut-off wavelength for the 

implemented filter. It may be seen from Eqs. (3.14)-(3.18) that with 0β =  and 

0.5α = , there is no filtering action since .0  ;0  ;1  ;1 ==== dcba  Following Uzun 

(2003) and Anders (2006), a value of 0.45α =  is used in the present 

investigation. It can be shown through the determination of the filter transfer 

function that values of α  closer to 0.5 lead to the filtering of shorter wavelengths 

while lower values of α  cause the filtering of larger wavelengths.  

3.5. Inlet Perturbation 

 In LES, inflow forcing is typically employed to numerically trigger transition 

to turbulence, even at sufficiently high Reynolds numbers. As discussed in 

Chapter 2, various types of forcing techniques have been employed in the 

literature. In this work, we employ the vortex ring perturbation technique recently 

developed by Bogey et al. (2003) in their LES studies of jet aeroacoustics. This 

technique minimizes spurious acoustic waves produced by the perturbation.  

 The vortex ring is introduced at 0.4 jet diameters into the domain. The 

axial and radial velocity components of the vortex ring are given by (Bogey et al., 

2003)  

( ) ( )
2

o o
xo

o o

,
2 exp ln 2 ,

x rr r r
U

r

  ∆ −   = −      ∆ ∆     
                                                    (3.19) 
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( ) ( )
2

o o
ro

o o

,
2 exp ln 2 .

x rr x x
U

r

  ∆ −   = − −      ∆ ∆     
                                                 (3.20) 

Here, r  and ( ),x r∆  are the radial distances from the origin and the center of the 

vortex ring o∆ , respectively. Hence, 

( )2 2 ,r y z= +                                                                                                  (3.21) 

( ) ( ) ( )( )2 2

o o, .x r x x r r∆ = − + −                                                                        (3.22)  

The vortex ring velocity is superimposed on the main flow at every time-step as 

an azimuthal random function with 10 modes. Hence, the resultant axial and 

radial velocities are given by 

( )
9

x x B n n xo j

0

cos ,
n

u u C n U Uε θ ϕ
=

= + +∑                                                                  (3.23) 

( )
9

r B n n ro j

0

cos ,r

n

u u C n U Uε θ ϕ
=

= + +∑                                                                   (3.24) 

where jU  is the centerline velocity of the jet at the inlet. In Eqs. (3.23) and (3.24), 

nε  is the random amplitude restricted to lie between -1 and 1 and nϕ  is the 

random phase lying between 0  and2π . Similar to the works of Bogey et al. 

(2003) and Anders et al. (2007), BC  is set equal to 0.01. Now, we will briefly 

discuss the spatial and temporal discretization schemes, and the boundary 

conditions employed in the LES study.  

3.6. Spatial and Temporal Discretization 

FLEDS discretizes the governing equations on a non-uniform 3-D 

Cartesian grid. The non-uniform physical space is transformed into a uniform 

cubed computational space. For spatial discretization, the 6th-order non-

dissipative compact scheme developed by Lele (1992) is employed. The 

resulting discretized equations are solved using the tri-diagonal matrix algorithm 
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(TDMA).  For interior nodes, the following 6th-order central scheme is employed 

to compute the first derivatives for Euler fluxes: 

( ) ( )' ' '

i-1 i i+1 i+1 i-1 i+2 i-2

1 1 7 1

3 3 9 36
f f f f f f f

h h
+ + = − + − ,                                             (3.25) 

where h  denotes the grid-spacing in the direction of differentiation. The 2nd 

derivatives for the viscous terms at the interior nodes are computed using the 6th-

order central scheme given below: 

( ) ( )" " "

i-1 i i+1 i+1 i i-1 i+2 i i-22 2

2 2 12 3
2 2

11 11 11 44
f f f f f f f f f

h h
+ + = − + + − + .                      (3.26) 

For the near-boundary nodes, the formulation for both the 1st and 2nd derivatives 

reduces to 3rd-order one-sided and 4th-order central schemes. Further details 

may be found in Lele (1992) and Anders (2006).  

Time integration is performed using a compact storage 4th-order Runge 

Kutta (RK-4) scheme (Carnahan, 1969). The RK-4 constants employed in the 

FLEDS code are adopted from Gill (1951). Time-advancement of a variable y is 

achieved as follows: 

n+1 n

1 2 3 4

1 1
2 1 2 1

6 2 2

h
y y k k k k

    
= + + − + + +    

    
,                                          (3.27) 

where the superscript n  stands for the value at the nth time-step. If the time 

increment function is denoted by ),( ytf and the time-step by t∆ , the four-stage 

variables are given by 

( )n n

1 ,k f t y= ,                                                                                                  (3.28) 

n n

2 t t 1

1 1
,

2 2
k f t y k

 = + ∆ + ∆ 
 

,                                                                           (3.29) 

n n

3 t t 1 t 2

1 1 1 1
, 1

2 2 2 2
k f t y k k

    
= + ∆ + − + ∆ + − ∆    

    
,                                      (3.30) 

n n

4 t t 2 t 3

1 1
, 1

2 2
k f t y k k

  
= + ∆ − ∆ + + ∆  

  
.                                                    (3.31) 
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The Courant-Friedrichs Lewey (CFL) criterion is employed to impose a limitation 

on the time-step from stability considerations. t∆  is estimated using the 

expression 

ix iy iz

t

ix iy iy iz ix iz

CFL
δ δ δ

δ δ δ δ δ δ

 
∆ =  

+ +  
,                                                                       (3.33) 

where CFL  denotes the CFL number, chosen to be equal to 0.9 in this work, and 

ixδ  is estimated as 

( )

x y z

ix

x
i y z

p

2
u c

c

δ
λ

µ
ρ

∆ ∆ ∆
=

  ∆
+ ∆ ∆ + +  

 

.                                                                    (3.34) 

Here, x∆ , y∆  and z∆  denote the grid-spacing in x, y and z directions, respectively 

and c  is the speed of sound. Expressions analogous to Eq. (3.34) are used for 

computing iyδ  and izδ .  

3.7. Boundary Conditions 

The boundary conditions implemented in the code are based on the 

Navier-Stokes characteristic boundary conditions (NSCBC) method developed by 

Poinsot and Lele (1992). In the present case, the NSCBC method is extended to 

account for multi-component gas transport (Anders et al., 2007). The NSCBC 

method involves the application of characteristic wave analysis to the Navier-

Stokes equations. This allows the estimation of the amplitudes and velocities of 

the characteristic waves crossing a given boundary. For example, consider Fig. 

3.1, which shows the five characteristic waves entering and leaving the 

computational domain for subsonic flow. In Fig. 3.1, 1λ  represents the velocity of 

the wave moving in the negative x1 direction, 2λ  is the speed of the entropy 

waves, 3λ  and 4λ  are the velocities of v and w advection, respectively, and 5λ  is 

the velocity of the wave moving in the positive x1 direction.  
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Figure 3.1. Schematic representation of the characteristic waves entering and 
leaving the computational domain.  

 

  

 The transformed continuity, momentum and energy equations after the 

application of the characteristic wave analysis are advanced in time to determine 

the boundary conditions for the next time-step for the species partial densities kρ , 

momentum densities im  in each of the three Cartesian directions and the total 

energy eρ . For instance, using waves in the 1x  direction, the transformed 

continuity and momentum equations are given by: 

( ) ( )2 3kk
1

2 3

0,
m m

d
t x x

ρ ∂ ∂∂
+ + + =

∂ ∂ ∂
                                                                          (3.35) 

( ) ( ) ( ) 1j1 1 2 1 3

1 1 3

2 3 j

,k

k

m mu m u
u d d

t x x x

τ
ρ

∂∂ ∂ ∂
+ + + + =

∂ ∂ ∂ ∂∑                                              (3.36) 

( ) ( ) ( ) 2j2 2 2 2 3

2 1 4

2 3 j

,k

k

m m u m u
u d d

t x x x

τ
ρ

∂∂ ∂ ∂
+ + + + =

∂ ∂ ∂ ∂∑                                            (3.37) 

( ) ( ) ( ) 3j3 3 2 3 3

3 1 5

2 3 j

.k

k

m m u m u
u d d

t x x x

τ
ρ

∂∂ ∂ ∂
+ + + + =

∂ ∂ ∂ ∂∑                                             (3.38) 
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To advance Eqs. (3.18)- (3.21) along with the energy equation in time, the vector 

d should be known. Following Poinsot and Lele (1992), the components of d are 

estimated from the wave amplitudes 5...1Ψ  as  

( )k
1 2 5 12

1
,

2

k k Y
d

c

 = Ψ + Ψ +Ψ  
                                                                           (3.39) 

( ),
2

1
152 Ψ+Ψ=d                                                                                              (3.40) 

( ),
2

1
153 Ψ−Ψ=

c
d

ρ
                                                                                          (3.41) 

,34 Ψ=d                                                                                                           (3.42) 

.45 Ψ=d                                                                                                           (3.43) 

The wave amplitudes iΨ  are related to the wave velocities iλ  shown in Fig. 3.1 

according to the relations 

,
1

1

1

11 
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=Ψ
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ρλ                                                                                      (3.44) 
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2 2 k

1 1

,k p
c Y

x x

ρ
λ

 ∂ ∂
Ψ = − ∂ ∂ 

                                                                                 (3.45) 

,
1

2
33
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u

∂

∂
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,
1

3
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∂

∂
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∂
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=Ψ
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x

p
ρλ                                                                                      (3.48) 

Now, we will briefly discuss the implementation of the non-reflective outflow and 

subsonic inflow boundary conditions (BCs), which are employed in the LES 

study.  
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3.7.1. Outflow BC 

In the LES, outflow BCs are imposed on all the boundaries except the inlet 

boundary. The pressure at infinity is imposed and the spatial derivatives of the 

tangential stresses and the normal heat flux along the direction normal to the 

boundary are set to zero. The set of equations (3.35)-(3.38) along with the 

energy equation are advanced in time to determine the BCs at the next time-

step. All the wave amplitudes except 1Ψ  are computed using the equations 

(3.45)-(3.48). Since 1Ψ  represents the amplitude of the waves entering the 

domain, a perfectly non-reflecting boundary would set this amplitude to zero. 

However, Poinsot and Lele (1992) indicate that this leads to an ill-posed problem 

since the mean pressure for the flow is not known. Hence, a partially-reflecting 

BC is implemented which allows waves reflected from infinity at a specified 

pressure to determine the mean pressure in the flow. Accordingly, 1Ψ  is 

expressed as a function of the difference between the outlet pressure p  and the 

specified pressure at infinity p∞  as given below: 

( ),1 ∞−=Ψ ppK                                                                                               (3.49) 

where the constantK  is given by 

( )
.

 1 2

L

cM
K

−
=
σ

                                                                                              (3.50) 

Here, M  is the Mach number, L  is a characteristic length, and σ  is a constant, 

set equal to 0.25 (Poinsot and Lele, 1992) in the present study. Further details on 

the NSCBC method may be found in Poinsot and Lele (1992) and Anders et al. 

(2007).  

3.7.2. Subsonic Inflow BC 

 A subsonic inflow condition is used at the jet inlet boundary while non-

reflective outflow conditions are implemented at all the other boundaries. For the 

inflow BC, Poinsot and Lele (1992) derive the so called local one-dimensional 

inviscid relations (LODI) to determine the amplitudes of the characteristic waves. 
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The LODI are obtained when transverse and viscous terms are neglected in the 

conservation equations. The authors indicate that the LODI are not physical but 

merely compatibility conditions between choices made for the physical boundary 

conditions and the amplitudes of the waves crossing the boundary. One set of 

LODI are given below: 

( )2 5 12

1 1
0,

2

k

kt c

ρ∂  
+ Ψ + Ψ −Ψ = ∂  

∑                                                                    (3.51) 

( ) ,0
2

1
15 =Ψ+Ψ+

∂
∂
t

p
                                                                                        (3.52) 

( ) ,0
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1
15

1 =Ψ−Ψ+
∂

∂

ct

u

ρ
                                                                                   (3.53) 
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2 =Ψ+

∂
∂
t

u
                                                                                                    (3.54) 

.04
3 =Ψ+

∂
∂
t

u
                                                                                                    (3.55) 

In the equations above, 1..5Ψ  represent the amplitudes of the five 

characteristic waves entering and leaving the domain. At the inflow boundary, the 

three velocity components, temperature and the species mass fraction profiles 

along with their derivatives are specified. Of the five wave amplitudes, 1Ψ  is 

determined from the interior points using Eq. (3.44). The remaining amplitudes 

are determined using the LODI. For instance, knowing 1Ψ  and the specified 

values of the velocity component 1u  and its time-derivative 
1du

dt
 at the boundary, 

we can compute the incoming wave 5Ψ  in the positive 1x  direction (see Fig. 3.1) 

from Eq. (3.53) as 

1
5 1 2 .

du
c
dt

ρΨ = Ψ −                                                                                            (3.56) 

Since the three velocity components and the temperature are specified, the 

characteristic wave analysis needs to be applied only to the continuity equation 

to determine the new density. Hence, the density is computed from the equation 
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∑                                  (3.57) 

3.8. Computational Setup 

3.8.1. Numerical Grid 

The LES is performed on a computational domain measuring 40 x 14 x 14, 

in terms of exit jet diameter. The center z-x plane of the 3-D numerical grid is 

shown in Fig. 3.2.  As indicated in Fig. 3.2, the physical region of the grid where 

the jet flowfield of interest is simulated extends up to 25 jet diameters in the axial 

direction. Beyond this distance, a buffer region is implemented with exponential 

grid-stretching and artificial damping. This buffer zone is required to prevent 

fluctuations and vortical structures from reaching the outflow boundary when the 

jet exits the domain. The presence of strong fluctuations at the outflow boundary 

could result in undesired reflections that could in turn lead to numerical 

instabilities. The implementation of the buffer zone in the present work is similar 

to that of Uzun (2003). In this zone, the turbulent flowfield is forced towards a 

smooth target solution by the addition of extra source terms to the right-hand side 

of the governing equations. For example, if f  is the variable of interest and targetf  

is the target solution, then the artificial damping term is implemented as follows 

(Uzun, 2003): 

( ) ( )target  .
f

RHS x f f
t

χ
∂  = − − ∂

                                                                      (3.58) 

In Eq. (3.58), the damping factor ( )xχ  is given by 

( )
3

phy

max

max phy

,
x x

x
x x

χ χ
 −

=   − 
                                                                               (3.59) 

where x  is the axial location, phyx  is the axial extent of the physical part of the 

grid, which is 25 jet diameters in the present case, maxx  is the maximum extent of 
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the domain, equal to 40 jet diameters, and the constant maxχ  is set equal to 1. 

The target solution employed here is the self-similar solution for an 

incompressible turbulent round jet (Pope, 2000). Note from Fig. 3.2 that the grid 

is significantly stretched in the buffer layer which provides additional dissipation 

in the relatively coarse computational cells.  

 

  

 

 
 
 

Figure 3.2. The numerical grid employed in the 3-D LES studies, center z-x plane 
(every 2nd grid-point shown). 

 
 
 

As shown in Fig. 3.2, the grid comprises 401 (axial) x 113 x 113 grid 

points, which leads to a total of about 5.1 million points. The jet exit Reynolds 

number simulated is about 70,000 and the exit diameter d is 1 mm. The physical 
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part of the domain up to about 25 jet diameters has 351 points in the axial 

direction. This results in a uniform resolution of about 71 µm, which is about 

0.07d. The grid is stretched exponentially beyond 25d to form a buffer zone 

where the maximum resolution increases to about 0.8d. In the transverse y and z 

directions, the grid is stretched from the center to the boundaries. The resolution 

varies from about 0.026d to about 0.44d. This places about 26 cells in the nozzle 

radius. The simulated near-field region of the jet, the jet exit Reynolds number 

and the numerical resolution employed here are comparable to those in the LES 

studies of Uzun (2003) and Anders (2006).  

3.8.2.   Initial Conditions 

The initial conditions in the chamber are representative of diesel 

chambers; pressure is 40 bar and the temperatures of the injected (n-heptane) 

and ambient gases are 1000 K. This leads to an injected-to-ambient gas density 

ratio of about 3.5. The exit jet diameter is 1 mm and the jet exit Re of 70,000 

corresponds to an injection velocity jU  of 42.5 m/s. This injection velocity is 

significantly lower than in modern diesel engines (~ 400 m/s) but the Re is 

comparable due to the relatively large value of the jet diameter. The ambient gas 

in the chamber is 15 % O2 and 85 % N2 by molar composition. A relatively small 

co-flow velocity of 0.425 m/s is imparted to the ambient gas. The maximum initial 

Mach number in the domain is about 0.15. Hence, compressibility effects are not 

expected to be significant. In this work, we are primarily interested in the 

statistically stationary jet structure which is amenable to time statistics. The 

transient development of the jet is not of interest here. Hence, the flowfield is 

initialized with the steady self-similar solution of an incompressible turbulent 

round jet. Then, perturbations are introduced close to the inlet to trigger transition 

to an instantaneous turbulent flowfield corresponding to the conditions being 

simulated. An approximate mean axial velocity profile for the self-similar jet is 

given by (Pope, 2000) 
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( )
( ) ( ) 2
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,
1 ,

U x r
a

U x
η

−
= +                                                                                        (3.60) 

where  U  is the mean axial velocity, 0U  is the mean jet centerline velocity, a  is a 

constant, equal to 47 based on a jet spreading rate of 0.094, and η  is the 

similarity variable, defined as 

( )
.

2/1 xr

r
=η                                                                                                        (3.61) 

In Eq. (3.61), ( )xr 2/1  is the jet half-radius, which increases linearly with axial 

distance x  in the jet as follows: 

,2/1 S
dx

dr
=                                                                                                         (3.62) 

where S  is the jet spreading rate, assumed to be equal to 0.094. The centerline 

velocity ( )0U x  is assumed to decay with x  according to the expression below 

( )0

j 0

,
U x Bd

U x x
=

−
                                                                                               (3.63) 

where d  is the jet exit diameter. The decay constant B  is chosen to be equal to 

5.5, within the range reported in the experiments of Wygnanski and Fiedler 

(1969) and Panchapakesan and Lumley (1993a), and the virtual origin 0x  is 

assumed to be zero.  The mean radial velocity V  is given by the expression 

(Pope, 2000) 

( ) ( )
( )

.
12

1,
22

3

0 η

ηη

a

a

U

rxV

+

−
=                                                                                        (3.64) 

Similar profiles are employed for the species mass fractions.      

 Figure 3.3 shows the contours of axial velocity in the center z-x plane at 

the start of the computation in the physical part of the domain up to 25d. The self-

similar profiles discussed above are implemented after about x/d = 5 to simulate 

the presence of a potential core region. In the potential core region, a hyperbolic 

tangent profile is used along the transverse directions to ensure a smooth 
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variation from the injected jet velocity to the co-flow air velocity. The inlet jet 

shear thickness θδ  is 0.15 0r , where 0r  is jet exit radius.  

 

Figure 3.3. Initial contours of axial velocity (m/s).  

 

                      Figure 3.4. Initial contours of mixture fraction in the jet.  
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Note that the chosen grid places about 6 grid points in the jet shear layer. 

The measurements of Zaman (1985) show that the ratio 
0r

θδ  is typically less 

than 0.01. However, as indicated by Bogey et al. (2003), numerical studies in the 

literature report values around 0.1 due to resolution requirements. Figure 3.4 

shows the initial contours of the mixture fraction in the jet. In the present case, 

the mixture fraction is the same as the fuel mass fraction since the flow is non-

reacting. The stoichiometric mixture fraction contour is also shown which is about 

0.05. Note that the self-similar profiles employed here are used only as initial 

guesses and have no bearing on the instantaneous flowfield which develops 

during the simulation and the time statistics which are performed subsequently.                          

3.8.3. 3-D Code Speed-up 

  Computations were performed on the Tungsten Xeon Cluster, which is 

part of the National Center for Supercomputing Applications (NCSA) to assess 

the speed-up of the 3-D version of the FLEDS code. Figure 3.5 shows the speed-

up as a function of the number of processors. The ideal linear behavior is also 

shown for comparison. Here, speed-up is defined as the CPU time with 16 

processors to the CPU time with a higher number of processors. Figure 3.5 

shows that the actual speed-up curve deviates from the ideal linear behavior 

beyond 32 processors. This reflects the increasing importance of communication 

time relative to the computational time as the number of processors increases. 

Moreover, the size of the computational domain also plays a role by influencing 

the ratio of boundary to interior nodes. It is expected that the scaling will improve 

as the size of the simulation domain increases.  

 Note that due to the non-local nature of the 6th-order compact scheme 

(Lele, 1992), the derivatives are computed through matrix inversion employing 

the tridiagonal matrix algorithm (TDMA). In the version of the FLEDS code 

employed in the present work, the implementation of the TDMA involves a 

sequential communication of the tridiagonal coefficients among the processors. 
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Since the TDMA routines are called several times every time-step when large 

number of processors are employed, this sequential implementation affects the 

speed-up of the code. One possible approach (Magi, 2008) is to replace the 

compact scheme with a non-compact finite-difference scheme, such as the 

recent 13-point stencil scheme proposed by Bogey and Bailly (2004), in routines 

where the TDMA is called for a relatively large number of times. For instance, 

non-compact schemes can be employed in routines that compute the diffusive 

terms of the governing equations. Alternative parallelization strategies, such as 

the transposition strategy (Uzun, 2003), can also be explored to improve the 

speed-up performance of the code.   

 The LES computation reported in this work is performed on the NCSA 

Tungsten cluster with 128 3.2 GHz Intel Xeon processors. The CPU time per 

time-step is about 14 s. The numerical time-step is approximately 1.65x10-8 s. 

Hence, for a simulation time of about 4.15 milliseconds, the total CPU time is 

about 42 days.  
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Figure 3.5. Speed-up of the 3-D code as a function of the number of processors. 
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3.9.  Summary 

The problem formulation for the LES study performed in this work was 

presented in this chapter. The filtered governing equations are solved with a 6th-

order compact finite-difference scheme and 4th-order time-integration. A 6th-order 

tri-diagonal spatial filter is employed to remove fluctuations close to the grid-

scale. In addition, a constant-coefficient Smagorinsky SGS model is used for the 

closure of the SGS stress terms. Subsonic inflow and non-reflective outflow 

boundary conditions are implemented using the NSCBC method. The jet is 

forced with a vortex ring perturbation at the inlet to trigger transition to 

turbulence. A buffer zone with exponential stretching and artificial damping is 

implemented to get rid of fluctuations near the outflow boundary. The jet exit 

Reynolds number simulated is 70,000. The injected-to-ambient gas density ratio 

is about 3.5. The temperature and pressure in the domain are chosen to be 1000 

K and 40 bar, respectively, to simulate diesel engine conditions. The near-field 

region of interest is up to 25 jet diameters and a 3-D non-uniform grid with about 

5.1 million points is employed.  

In the chapter that follows, problem formulation for the studies of flame-vortex 

interactions is presented. This includes a description of the governing equations, 

computational set up and conditions.  
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CHAPTER 4. PROBLEM FORMULATION: FLAME-VORTEX STUDIES 

4.1. Introduction 

 In this chapter, the problem formulation for the studies of flame-vortex 

interactions is presented. In Section 4.2, the numerics is briefly discussed, which 

includes the governing equations, numerical schemes and boundary conditions. 

Chemical kinetic models employed in the flame-vortex simulations are described 

in Section 4.3. Thereafter, the computational setup is outlined in Section 4.4, 

which includes a discussion of the initial conditions and important non-

dimensional numbers for the flame-vortex interaction studies. The chapter closes 

with a summary in Section 4.5.  

4.2. Numerics 

 The numerical code employed in this work is the flow, large-eddy and 

direct simulation (FLEDS) code (Abraham and Magi, 1997; Viggiano and Magi, 

2004; Anders, 2006). FLEDS solves the time-dependent conservation equations 

for chemically reacting flows. For instance, the continuity and momentum 

equations are given by 

j

j

( ) 0u
t x

ρ
ρ

∂ ∂
+ =

∂ ∂
,                                                                                             (4.1) 

ij

i i j

j i j

( ) ( )
p

u u u
t x x x

σ
ρ ρ

∂∂ ∂ ∂
+ = − +

∂ ∂ ∂ ∂
,                                                                     (4.2) 

where ijσ  is the viscous stress tensor given by 
ji k

ij ij

j i k

2

3

uu u

x x x
σ µ δ

  ∂∂ ∂
= + −   ∂ ∂ ∂   

. 

The pressure p is determined from the equation of state for ideal gases 
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p RTρ= ,                                                                                                           (4.3) 

where R  is the specific gas constant. The energy equation is cast in terms of the 

total specific energy e , given by 

i i e

1
,

2
e u u u= +                                                                                                     (4.4) 

where   eu  stands for the specific internal energy, as 

( ) ( ) ( ) 0k
j ij j k k k k

j j j j j

.
k kj

YT
e e p u u h D w h

t x x x x x x
ρ ρ σ λ ρ

    ∂∂ ∂ ∂ ∂ ∂ ∂
 + + = + + +         ∂ ∂ ∂ ∂ ∂ ∂ ∂     

∑ ∑ &                              

                                 (4.5)                             

In Eq. (4.5), kh , kD , kY , kw&  and 
0

kh  are the specific enthalpy, mass diffusivity, mass 

fraction, production/destruction rate and standard specific enthalpy of the kth 

species, respectively. Soret and Dufour effects have been neglected in Eq. (4.5).  

In addition, the species conservation equation is solved in terms of kY  as 

( ) ( ) k
k k j k k

j j j

Y
Y Y u D w

t x x x
ρ ρ ρ

 ∂∂ ∂ ∂
+ = +  ∂ ∂ ∂ ∂ 

& .                                                        (4.6) 

In the FLEDS code, molecular transport properties and chemical kinetic 

source terms are computed through an interface with the CHEMKIN library of 

sub-routines. In the present work, mass diffusivities kD  are computed using 

either the simplified unity Lewis number (UL) model or the mixture-averaged 

(MA) model. In the UL model, the mass diffusivities of all the species are 

assumed to be equal to the thermal diffusivity of the mixture. Hence, kD  is 

computed as 

k

p

D
c

λ
α

ρ
= = .                                                                                                    (4.7) 

On the other hand, in the MA model, the diffusivity of species k, kmD , is computed 

using the expression (Bird et al., 1960) 

k
km

j

ji

1
N

j i

Y
D

X

D≠

−
=

∑
                                                                                                     (4.8) 
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Here, jiD  is the binary diffusion coefficient between species i  and j  and jX  is 

the mole fraction of species j .  

 Similar to the LES (see Section 3.6), spatial discretization is achieved 

through a 6th-order compact finite-difference scheme (Lele, 1992), while time 

integration is performed using a 4th-order Runge-Kutta scheme (Carnahan, 

1962). Non-reflecting outflow boundary conditions, which were discussed in 

Section 3.7.1, are imposed at all the boundaries. Now, we will discuss the 

chemical kinetic models employed in the flame-vortex interaction studies to 

compute the chemical kinetic source terms. 

4.3.  Chemical Kinetic Models 

As stated in Chapter 1, we are primarily interested in conditions 

representative of diesel engine combustion chambers in this work. Hence, we 

choose a commonly employed diesel fuel surrogate, n-heptane, as the fuel. Our 

primary objective is to characterize the likely nature of localized flame dynamics 

in the near-field of high-Reynolds number jets through non-dimensional numbers, 

and assess the applicability of modeling approaches, such as flamelet models. 

Since the objective is not to quantify the flame structure in the jet near-field, a 

single-step chemistry model is chosen for the majority of the flame-vortex 

interaction studies in this work. The single-step kinetic model is useful to identify 

regimes of flame-vortex interaction and physical mechanisms through well-

defined non-dimensional numbers (to be discussed in Section 4.4). However, in 

order to assess whether the physical mechanisms revealed by the single-step 

model are valid with realistic multistep chemistry, computations with a skeletal 

56-step n-heptane mechanism (Peters et al., 2002) for a limited set of conditions 

are also performed. Below, the single-step and the multistep kinetic models 

employed in this work are discussed.  
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4.3.1. Single-step Kinetic Model 

We consider an irreversible single-step reaction given by 

,2 POF PO νν →+                                                                                                 (4.9) 

where F  represents the fuel and P  represents the primary products of 

combustion and ν  denotes the stoichiometric coefficient.  If F  represents n-

heptane, C7H16, which is a commonly employed surrogate for practical fuels like 

Diesel, then the single-step reaction is of the form: 

.8711 222167 OHCOOHC +→+                                                                           (4.10) 

In the single-step model, conservation equations are solved for five species: 

C7H16, O2, N2, CO2 and H2O. The single-step reaction rate Fw&  (mol/cm
3s) is given 

by the Arrhenius expression  

a u- /

F 7 16 2 [ ] [ ]
E R Tb m nw AT C H O e=& ,                                                                        (4.11) 

where A  is the pre-exponential factor, equal to 5.1x1011 in cm-mole-s units,T  is 

the temperature, b  is the temperature exponent, equal to zero in this case, m  

and n  are reaction orders with respect to the fuel and O2, respectively, which are 

assumed to be unity in this model, aE  is the activation energy, equal to 100000 

J/mol, uR  is the universal gas constant, and [ ]167HC  and [ ]2O  are the 

concentrations of C7H16 and O2 in mol/cm
3 , respectively. These values are 

chosen to give a steady extinction scalar dissipation rate eχ  in agreement with 

detailed kinetic models for n-heptane oxidation (Seiser et al., 2000; Peters et al., 

2002) and are close to those reported in prior DNS studies of n-heptane flames 

under the pressures and temperatures employed here (Sreedhara and 

Lakshmisha, 2000).  

It is important to note that the single-step kinetic model employed here is 

not intended to reproduce realistic n-heptane chemistry. The single-step model 

parameters result in a unique chemical time-scale and Damkıhler number, which 

can then be used to study the coupling between the fluid flow and chemistry. The 



www.manaraa.com

 

 

68

chemical time-scale cτ  from the single-step model is estimated as (Safta and 

Madnia, 2002) 
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where Pw&  is the reaction rate based on the product, mixMW  is the mixture 

molecular weight, and ρ  is the mixture mass density. Here, we estimate cτ  

based on CO2 as the product of combustion. In Section 4.4, we will employ cτ  to 

define the Damköhler number, which represents the coupling between mixing 

and chemistry.   

4.3.2. Multistep Kinetic Model 

  We model n-heptane oxidation chemistry with a skeletal mechanism 

comprising 34 species among 56 reaction steps, developed by Peters et al. 

(2002). This 56-step mechanism captures first- and second-stage ignition. It was 

shown by Peters et al. that this mechanism predicts autoignition delay times in n-

heptane-air mixtures with adequate accuracy for pressures up to 42 bar. Since 

we are interested in predicting critical regimes, such as extinction/reignition and 

partially-premixed combustion, we have assessed the accuracy of the 

mechanism in predicting non-premixed flame structure, extinction, and partially-

premixed flame structure through comparisons with available experimental data 

in n-heptane flames at 1 bar. These results are discussed below.  

  For non-premixed flame structure and extinction, we consider the 

experimental data reported by Seiser et al. (1998) for counterflow gaseous n-

heptane/air flames. Seiser et al. report profiles of temperatures and major 

species mole fractions for a counterflow diffusion flame with 15 % molar n-

heptane and 85 % molar N2 at 338 K on one side (x = 0), and air at 298 K on the 

other side (x = 1) . The fuel and oxidizer-side velocities are 0.342 m/s and 0.375 
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m/s, respectively. The OPPDIFF code (Kee et al., 1999) is employed to compute 

the steady-state structure of the non-premixed flame. 
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Figure 4.1. Non-premixed flame structure and extinction, computed with the 
56-step mechanism and compared with the measured data of Seiser et al. 
(1998); (a) temperature, (b) mole fractions of CO2 and CO, and (d) extinction 

strain rates as a function of O2 mass fraction. 
 
  
  
 Figure 4.1(a) compares the computed temperature profile using the 56-

step mechanism with the measured data.  Note that about 250 grid points were 

employed to obtain a grid-independent solution. Figure 4.1(a) shows that the 

mechanism predicts the peak temperature and its location within 5% even though 
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some discrepancies are observed on the fuel-side. Figure 4.1(b) compares the 

computed profiles of CO2 and CO mole fractions with the measured data. The 

agreement of the peak values is within 8 % for CO2 and within 15 % for CO. In 

addition, we compared profiles of other major species such as H2O and H2, and 

C-1 and C-3 hydrocarbons like CH4 and C3H6 and found that the values predicted 

by the mechanism are within 25 % of the measured values. To compute 

extinction strain rates, the fuel and oxidizer-side velocities are gradually varied; 

starting from a steady-state burning solution in OPPDIFF, until a turning point 

leading to a non-burning solution is observed. Figure 4.1(c) compares the 

computed and measured extinction strain rates as a function of O2 mass fraction 

on the air-side. The mechanism captures the qualitative behavior well and the 

predicted values lie within 20 % of the measurements.  
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Figure 4.2. Comparison of computed and measured data for a n-heptane 
counterflow partially-premixed flame with Φ =10, ag = 100 /s; (a) temperature, 

and (b) H2 and H2O mole fractions. 
 
 
 

  To assess the ability of the 56-step mechanism to predict partially-

premixed flame structure, we consider the recent experimental data reported by 

Berta et al. (2005). In these experiments, temperatures and species 

concentrations in counterflow flames established with a partially-premixed n-
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heptane/air mixture at a given equivalence ratio Φ and 400 K at one end (x = 0), 

and air at 298 K on the other end (x = 1.5) were measured. We compared the 

measured data with computed data for cases with Φ = ∞ (non-premixed), 4 and 

10 at a global strain rate ag of 100 /s. For brevity, we present the temperature and 

H2 and H2O mole fraction comparisons in Figs. 4.2(a) and (b), respectively, for 

the Φ = 10 case. Note that the agreement with experimental data is within 6 % 

with respect to the peak temperature, whereas the computed H2O and H2 peak 

mass fractions agree within 25 % with the measured values. Moreover, the 56-

step mechanism predicts the locations of the peak temperature and H2O/H2 peak 

mass fractions within 10 % of the experimental data. These comparisons lend 

credence to the applicability of the 56-step mechanism to predict non-premixed 

and partially-premixed flame structures, and extinction.  

 Note, however, that in the present work we are employing the mechanism 

at a relatively high pressure of 40 bar. To the best of our knowledge, there is no 

experimental data in the literature on n-heptane flame structure and extinction 

under high pressures. This leads to a certain degree of uncertainty with respect 

to chemical kinetics in this work, and hence we will defer from drawing specific 

conclusions about the reaction pathways and chemical species governing the 

unsteady flame structure. Nevertheless, as shown in prior experimental and 

numerical studies on flame-vortex interactions (Cuenot and Poinsot, 1994; 

Thevenin et al., 2000), the interaction outcomes are predominantly governed by 

non-dimensional numbers such as the Damkıhler number and the Reynolds 

number. Hence, it is expected that the flame-vortex interaction regimes observed 

with the 56-step mechanism, such as extinction, reignition and pocket formation 

(see Chapter 8), will be observed even with a different kinetic model if the 

controlling non-dimensional numbers are the same. In fact, this is confirmed by 

the qualitative agreement between the single-step (Chapters 6 and 7) and kinetic 

model (Chapter 8) results with respect to physical mechanisms for 

extinction/reignition. It is therefore useful to interpret the 56-step n-heptane 
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mechanism as one with a specific set of chemical time scales (Damkıhler 

numbers). 

4.4. Computational Setup 

4.4.1. Initial Conditions 

 Figure 4.3 shows a schematic of the computational setup. The 

computational domain is 2-D and measures 2.5 mm x 2.5 mm. A uniform grid 

with 350x350 points is employed resulting in a resolution of about 7.1 µm. A 

mass-diffusion layer between the fuel and diluted air (15 % O2 + 85% N2 molar) 

is formed using a hyperbolic tangent profile according to the relation 

c1 2 2 1 --
tanh

2 2

y yf f f f
f

δ
+     = +     

     
,                                                               (4.13) 

where f  is the mass fraction of a given species at a particular location, and 1f  

and 2f  are the mass fractions of the species on the fuel and air-sides, 

respectively, y and cy  are the y-coordinates of a given location and the center, 

respectively, and δ  is the thickness of the hyperbolic-tangent profile, which is 

chosen to be 120 µm in this work. Based on the LES statistics (discussed in 

Chapter 5), the initial vortex length-scales ( vd  in Fig. 4.3) simulated lie in the 

range of 100-600 µm, and the initial diffusion layer thicknesses (δ ) lie in the 

range of 150-500 µm. Hence, the chosen resolution resolves the relevant length 

scales of the flame-vortex interaction by at least 15 cells, which is consistent with 

the typical choice of about 10 cells to resolve the relevant length scales in DNS 

studies (Vervisch and Poinsot, 1998).  Note that for the larger vortices ( vd  > 200 

µm) and thicker diffusion layers (δ  > 200 µm) employed, larger domains (5 mm x 

5mm) with the same resolution, i.e. 7.1 µm, are used. In addition, the domain 

sizes chosen are at least 8 times larger than the simulated vortices in either 

direction to minimize boundary effects. Furthermore, our recent studies 
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(Venugopal and Abraham, 2008b) show that the chosen resolution is sufficient to 

adequately describe the physical mechanisms governing extinction/reignition for 

the conditions employed here.  

 

Figure 4.3. Schematic of the computational set up for the flame-vortex 
simulations. 

 
 
 

The fuel-side and the air-side temperatures are equal to 1000 K.  The 

simulated pressure is 40 bar, which is representative of diesel engine combustion 

chambers. Note that lower fuel temperatures (~ 400 K) are typical in diesel 

applications. In the LES study, a higher fuel temperature is chosen to minimize 

the density gradients resulting from relatively large values of the injected-to-

ambient gas density ratio, which is about 3.5 with fuelT = 1000 K, as against about 

8 with fuelT  = 400 K. Even though the choice of a lower density ratio (due to a 

higher fuel temperature) affects the predicted statistics in the isothermal jet 

computed with LES, the statistics are expected to show scaling behavior with 

respect to the density ratio (Pitts, 1991; Abraham, 1996). On the other hand, the 
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higher fuel temperature (= 1000 K) would lead to shorter chemical time scales 

and stronger flames. We will discuss the implications of choosing a higher fuel 

temperature for the findings from the flame-vortex simulations (Chapters 6 and 7) 

through comparisons with our recent studies (Venugopal and Abraham, 2008a,b) 

employing a lower fuel temperature (= 450 K).  

To obtain initial conditions for the diffusion flame, we employ a 1-D laminar 

flamelet-code (Gopalakrishnan and Abraham, 2002) which solves the following 

time-dependent flamelet equations in mixture fraction Z  space (Peters, 1984): 

2

i i
i22

Y Y
w

t Z

χ
ρ ρ
∂ ∂

= +
∂ ∂

& ,                                                                                         (4.14) 
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χ
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∂ ∂ ∂
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∂ ∂ ∂ ∑ & ,                                                                         (4.15) 

where p  is the gas pressure, T  is the temperature, ρ  is the mixture mass 

density, iY , iw&  and 
0

ih  are the mass fraction, production/destruction rate and 

standard specific enthalpy of species i , respectively, and pc  is the mixture 

specific heat. Here, unity species Lewis numbers are assumed and χ  is the 

instantaneous scalar dissipation rate, which is assumed to depend on Z  

according to the relation (Peters, 1984)  

-1 2

st

-1 2

st

exp{-2[ (2 )] }
 

exp{-2[ (2 )] }

erfc Z

erfc Z

χ
χ = ,                                                                               (4.16) 

where stZ  is the stoichiometric mixture fraction and stχ  is the scalar dissipation 

rate at stZ .  Using stχ  as an input parameter and air and fuel-side temperatures 

and pressure identical to the 2-D DNS setup, steady-state profiles of iY  and T are 

obtained as functions of Z  and initialized on the 2-D grid. Note that this flamelet-

code has been employed in several prior studies focusing in diesel jet flames 

(Gopalakrishnan and Abraham, 2002, 2004; Venugopal and Abraham, 2007a), 

and is used for the unsteady flamelet studies discussed in Chapter 9.  
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                                (a)                                                           (b) 

                            

                                                         (c) 

Figure 4.4. Initial conditions; (a) T (K) contours, (b) Z  contours and (c) velocity 
vectors (every 2nd vector is shown). 

 

 

The T  and Z contours in the initial unperturbed flame are shown in Figs. 

4.4 (a) and (b), respectively. Note that the peak temperatures are attained close 

to stZ , which is about 0.05 for the diluted n-heptane-air diffusion flame 

considered here. Each vortex of the counter-rotating vortex-pair is superimposed 

on the initial flowfield as an Oseen-Hammel vortex (Renard et al., 2000) 

according to the expression 
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u ,                                                                                 (4.17) 

where θu  is the circumferential velocity,Γ  is the circulation, r  is the radial 

distance from the vortex center, and σ  is the core radius, which is sufficiently 

small compared to the initial vortex diameter vd  to begin with ( v30 d.σ < ), and 

thereafter increases with time due to viscous action. In Eq. (4.17), Γ  is an input 

parameter that characterizes the velocity-scale vu  of the vortex-pair and the 

Reynolds number of the vortex. This technique of impulsively starting the vortex 

has been employed in prior flame-vortex interaction studies (Cuenot and Poinsot, 

1994; Renard et al., 1999) . As discussed by Vera and Linan (2004), the velocity-

scale vu  of the vortex-pair is the self-propagation velocity, given by 

v

v
2πd

Γ
u = .                                                                                                       (4.18) 

All the vortices considered in this study are initialized at a distance of about 2.5δ 

from the peak temperature location in the flame. Though this location lies in the 

thermal layer, we found that the vortex strength is negligibly affected due to 

viscous dissipation prior to interaction with the flame owing to the relatively high 

vortex Reynolds numbers employed (> 100). Figure 4.4(c) shows the initial 

velocity vectors for the simulated vortex-pair. Now, we will discuss the important 

non-dimensional numbers which characterize the problem.  

4.4.2. Non-dimensionalization 

The following non-dimensional numbers, which govern the flame-vortex 

interaction, can be constructed from the vortex and flame scales shown in Fig. 

4.3: 

(a) Flame Damkıhler number Da . Based on the stoichiometric scalar 

dissipation rate stχ  and a chemical time-scale cτ  (see Eq. (4.12)) for the flame, a 

flame Damkıhler number Da  can be defined as: 
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( ) 1

st cDa χ τ ,
−

=                                                                                                  (4.19) 

where cτ   is also estimated at stZ  similar to stχ .  

Note that in Eq. (4.19), stχ  and cτ  are instantaneous quantities and vary as a 

function of time and space along the stoichiometric isocontour during the flame-

vortex interaction. The initial value of this Damkıhler number, iDa , is a measure 

of the strength of the unperturbed flame. Based on the time-averaged conditional 

mean scalar dissipation rates computed with LES in the near-field (x/d < 25) of 

the 70,000 Reynolds number jet (see Chapter 5), and the chemical time scales 

from the single-step model, estimated values of iDa  lie in the range of 10-100.  In 

Chapter 6, we will employ a flame extinction criterion based on Da  that is 

suitable for unsteady flames.  

(b) Length-scale ratio rl . A vortex-to-flame length-scale ratio rl  can be defined 

as 

δ
v

r

d
l = ,                                                                                                            (4.20) 

where vd  is the initial diameter of the vortex-pair, as shown in Fig. 4.3 and δ  is 

the initial thickness of the diffusion layer, which serves as a length-scale for the 

initial flame.  Based on the mean integral and Taylor length scales, and the mean 

diffusion length scales estimated from the LES in the jet near-field, rl  varies in 

the range 0.3-3.0, which represents vortices smaller and larger than the initial 

flames. It will be shown in Chapters 6 and 7 that rl characterizes the effects due 

to the vortex-induced curvature on the flame structure.  

(c) Velocity-scale ratio fvu . Based on the velocity scales for the vortex and the 

flame, we can define a vortex-to-flame velocity scale ratio fvu  as 

v
fv

f

u
u ,

u
=                                                                                                            (4.21) 
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where vu  is the self-induced propagation speed of the vortex-pair (see Eq. 

(4.18)), and fu  is a velocity-scale for the flame, estimated as 

c

f τ
δ

=u .                                                                                                           (4.22) 

fvu  is a measure of unsteady effects caused by the vortex on the flame-response 

and varies in the range 1.0-6.0 in this work, based on the LES statistics 

estimated in the near-field of the 70,000 Reynolds number jet.  

(d) Vortex Reynolds number vRe . A Reynolds number vRe  can be defined for 

the vortex-pair as 

v vu d
Re ,

ν

⋅
=                                                                                                      (4.23) 

where ν  is the kinematic viscosity. In the present study, the estimated range of 

vd  and vu  from the LES result in vRe  values in the range of 60-2000. Note that 

prior works have considered values of vRe  up to about 600. The implications of 

the relatively high values of vRe  employed here are discussed in Chapters 6 and 

7. Moreover, since vRe  depends on both vd  and vu , it represents the combined 

effects of unsteadiness and curvature.  

(e) Scalar dissipation ratio rχ . In addition to fvu , we define a scalar dissipation 

ratio rχ  as a measure of unsteady effects, where 

st
r

e

χ
χ .

χ
=                                                                                                           (4.24)  

In Eq. (4.24), eχ  is the steady extinction limit (Peters and Williams, 1983), which 

is estimated using the 1-D flame code described in Section 4.4.1 by gradually 

increasing the scalar dissipation rate till extinction is observed. Note that stχ   is 

the instantaneous scalar dissipation rate during the flame-vortex interaction. It 

will be shown in the flame-vortex (Chapters 6 and 7) and the unsteady flamelet 
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(Chapter 9) studies that values of rχ  greater than unity at extinction represent 

effects due to unsteadiness, which result in unsteady extinction limits higher than 

steady values.  

 In addition, a non-dimensional time t* defined as t* = t/teddy is employed, 

where teddy is the initial vortex (or eddy) turnover time-scale(~ vv / ud ).  

4.4.3. 2-D Code Speed-up 
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Figure 4.5. Speed-up performance of the 2-D flame-vortex code.  
 
 
 

The parallelization of the FLEDS code was discussed in Section 3.8.3. 

The flame-vortex interaction studies are performed on an IBM-SP with 373 MHz 

POWER3-II processors. Figure 4.5 shows the speed-up performance of the 2-D 

code with up to 8 processors. In Fig. 4.5, the speed-up is computed as the ratio 

of the CPU time with a given processor to the CPU time with 2 processors. It is 

observed that the speed-up is very nearly linear. As discussed in Section 3.8.3 in 

the context of the speed-up with the 3-D code, the increase in the communication 

time relative to the computational time with higher number of processors (> 32) 
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affects the speed-up. The flame-vortex simulations are performed with 8 

processors. On an average (i.e. over a range of vortex and flame characteristics), 

the CPU time for the simulations is about 6 days.  

4.5. Summary 

In this chapter, the problem formulation for the flame-vortex interaction 

studies was presented. Similar to the LES, a 6th-order compact finite-difference 

scheme is employed for spatial discretization while time-integration is performed 

with a compact storage 4th-order Runge-Kutta scheme. Non-reflecting NSCBC 

outflow BCs are employed at all the boundaries. The 2-D computational domain 

is initialized with a 1-D diffusion flame and a counter-rotating vortex-pair is 

allowed to self-propagate towards the flame. Chemistry is modeled through both 

single-step and multistep kinetic models. The simulated pressures and 

temperatures are representative of diesel engine combustion chambers. The 

initial vortex and flame characteristics, and the range of governing non-

dimensional numbers for the flame-vortex interaction are derived from mean 

temporal statistics computed with LES at different locations in the jet.  

In the chapter that follows, results from the LES of the near-field of a 

70,000 Reynolds number variable-density round jet are presented. Turbulent 

statistics of the velocity and mixture fraction fields are computed, and compared 

with available experimental data in self-similar jets. Statistics of interest, i.e. 

ql, and χ are estimated at different locations in the jet near-field.  
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CHAPTER 5. LES OF THE NEAR-FIELD OF A HIGH-REYNOLDS NUMBER 
VARIABLE-DENSITY ROUND JET 

5.1. Introduction 

In this chapter, results from the LES of a 70,000-Re variable-density round 

gaseous fuel jet are presented. The jet is isothermal and the near-field of interest 

is about 25 jet diameters in the axial direction. The problem formulation 

comprising numerical methods, computational setup and initialization for the LES 

were described in Chapter 3. In this work, the LES of the jet near-field is 

employed to estimate (temporal) mean turbulent length and velocity scales, and 

time-averaged and turbulent time records of conditional-mean scalar dissipation 

rates. While the mean length and velocity scales, and the time-averaged 

conditional mean scalar dissipation rates are used to select vortex and flame 

characteristics in the flame-vortex studies (Chapters 6 and 7), the turbulent time 

records of conditional mean scalar dissipation rates are employed in studies of 

diffusion flamelets subjected to scalar dissipation rate fluctuations (Chapter 9). 

The coupling between the LES, and the flame-vortex and unsteady flamelet 

studies provides useful insight into the near-field flame dynamics in high-

Reynolds number jets encountered in diesel engine applications.  

In Section 5.2, the salient features of the instantaneous flowfield of the jet 

are discussed. Thereafter, in Section 5.3, turbulent statistics of the velocity-field 

obtained by temporal and spatial (azimuthal) averaging are presented which 

includes mean velocities, centerline decay and spreading rates, turbulence 

intensities, velocity-scales, autocorrelations and integral length-scales. Mean 

scalar dissipation rates and statistics of the mixture fraction field are discussed in 

Section 5.4. In both Sections 5.3 and 5.4, the computed results are compared 
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with published experimental data for self-similar isothermal round jets. The 

chapter closes with summary and conclusions in Section 5.5.  

5.2. Instantaneous Flowfield 

Recall from Section 3.7 that the LES is performed on a 3-D stretched 

Cartesian grid in a domain measuring 40x14x14 in terms of jet exit diameters 

with 401x113x113 grid points. The first 25 diameters form the physical part of the 

computational domain, beyond which a buffer region with exponential grid-

stretching and artificial damping is employed to remove fluctuations and spurious 

pressure waves at the outflow boundary. The jet diameter d  is 1 mm and the 

Reynolds number based on d  and the injection velocity injU  of 42.5 m/s is about 

70,000. Gaseous n-heptane at 1000 K is injected into an ambient comprising 

15% O2 and 85% N2 by mole fraction at 1000 K. A relatively small co-flow 

velocity of 0.425 m/s is employed in the ambient.  

 Figure 5.1 shows the isosurface of the instantaneous filtered 

stoichiometric mixture fraction, 05.0
~
=Z , in the jet at 2.45 ms after start of 

injection (ASI). We observe a potential core region which is essentially laminar 

followed by transition to turbulence and growth of coherent vortex structures. 

Beyond 25 diameters, the structures dissipate in the buffer region due to the 

relatively coarse grid and artificial damping. Fig. 5.2 shows three isocontours of 

Z
~
 on the center z-x plane at 2.45 ASI. The 05.0

~
=Z  contour appears significantly 

wrinkled and stretched in the figure. The potential core region (region of uniform 

Z
~
 in the axial direction) is observed to extend up to about 8 diameters.  

 Figure 5.3 shows the isocontours of the instantaneous vorticity Ω
~
 in the 

jet at 2.45 ASI. The development of fine-scale turbulence following the potential 

core is evident. This is possibly due to vortex-pairing and breakdown (Pope, 

2000). We also observe streaks of high values of Ω
~
(darker contours), for 

instance -1s 000,200
~
=Ω , indicating regions of high shear. 
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Figure 5.1. Isosurface of 05.0
~
=Z in the jet at 2.45 ms. 
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Figure 5.2. Isocontours of Z
~
in the center z-x plane at 2.45 ms. 
 
 

 
Figure 5.3. Isocontours of vorticity Ω

~
(1/s) at 2.45 ms ASI.  
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Figure 5.4. Isocontours of the filtered scalar dissipation rate χ~ (1/s) at 2.45 ms 
ASI.  
 
 
 

The isocontours of the filtered scalar dissipation rate χ~  is shown in Fig. 

5.4. Following Girimaji and Zhou (1996), χ~  is modeled as 

( )( ) ,~
2~ 2

lt ZDD ∇+=χ                                                                                           (5.1) 

where lD  is the laminar mass diffusivity and tD  is the turbulent mass diffusivity 

of the mixture, estimated as 

.
t

t
t

Sc
D

ν
=                                                                                                            (5.2) 

In Eq. (5.2), tν  is the eddy viscosity computed from the constant-coefficient 

Smagorinsky subgrid scale model (see Eq. (3.12)), and tSc  is the turbulent 

Schmidt number, assumed to be 0.9 in this work.  The model expression given 

by Eq. (5.1) accounts for interactions between the subgrid scales but not for 

interactions between the resolved and the subgrid (unresolved) scales of 
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turbulent motion. Hence, effects such as backscatter are not represented in this 

model for χ~ . Neglecting the interactions between the resolved and the 

unresolved scales is, however, reasonable at relatively high-Reynolds numbers 

with an adequate inertial sub-range, such as the present case, where most of the 

scalar dissipation occurs at the subgrid scales. Figure 5.4 shows that like in the 

case of Ω
~
 (see Fig. 5.3), relatively high values of χ~  are interspersed between 

relatively low values. The strong spatial fluctuations of χ~  are evident in Fig. 5.5, 

which shows χ~  along the centerline of the jet as a function of the axial distance. 

Such fluctuations could potentially lead to extinction and reignition in a reacting 

jet. We will characterize the fluctuations of χ~  in detail later.                                                                          

 

Figure 5.5. χ~  (1/s) vs. x/d along the centerline of the jet at 2.45 ms ASI.  

5.3. Mean Flowfield 

To estimate mean turbulent statistics of the velocity field and the mixture 

fraction field, time averaging of the instantaneous flowfield is performed. In 
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addition, since a round jet is axisymmetric in the mean, azimuthal (theta) 

averaging is also performed to generate axisymmetric results. In the present 

work, 3-D instantaneous data of the quantities of interest were collected every 

0.01 ms and averaging was performed over 346 such datasets, i.e., over 3.46 

ms. If the flow time of the jet is of the order of inj/ 0.025 / 42.5 / ~ 0.59 L U m m s ms= , 

where L  is the length of the physical part of the domain, the averaging time is 

about 6 flow times. The transients exited the physical part of the domain by 0.8 

ms ASI and then averaging was performed from 0.8 ms to 3.73 ms. We will first 

discuss statistics computed from the velocity field and then focus on the mixture 

fraction field.  

5.3.1. Velocity-field Statistics 

  Figures 5.6 and 5.7 show the isocontours of the mean axial velocity U  

and the mean turbulent kinetic energy TKE  in the jet. U  and TKE  are computed 

according to the following set of equations: 

1

1
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                                                    (5.3) 

In Eq. (5.3), n

ku  is the instantaneous filtered velocity at the n
th time-interval in the 

kth Cartesian direction (k=1 is the axial direction and k=2, 3 denote transverse 

directions),  denotes time-averaging, N  is the total number of time-intervals 

considered, and '

ku  is the instantaneous velocity fluctuation in the k
th Cartesian 

direction. The mean contours shown in the figures are similar to those that may 

be obtained from Reynolds-averaged Navier Stokes (RANS) modeling. As 

expected, U decreases as we proceed downstream in the axial direction and 

radially away from the center of the jet. Figure 5.7 shows that the TKE  reaches a 

maximum value at a certain distance ( / ~ 11x d ) beyond the potential core in the 
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jet shear layers. Beyond this axial distance, the TKE  decays as we proceed 

downstream in the jet. 

 

Figure 5.6. Isocontours of mean axial velocity U (m/s) in the jet. 

  

Figure 5.7. Isocontours of mean turbulent kinetic energy TKE (m2/s2).  
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Figure 5.8. Jet half-width dr /2/1  as a function of axial distance x/d. 

 
 
 

 The spreading rate and the centerline velocity decay rate were estimated 

from the mean axial velocity. Figure 5.8 shows the normalized jet half-width 

dr /2/1  based on U  plotted as a function of the axial distance x/d. Beyond the 

potential core of about 8 jet diameters, dr /2/1  increases as expected. Note that in 

Fig. 5.8, 2/1r is computed through interpolation between two radial locations at a 

given axial location in the jet where cl/UU  is close to 0.5. The computed 

spreading rate, given by the slope of a linear fit to the data, is about 0.0831 in the 

region 20/14 ≤≤ dx , as shown in Fig. 5.8. This value agrees within 25 % with the 

measured range of 0.094-0.102 reported by Hussein et al. (1994) and is about 15 

% lower the value of 0.096 reported by Panchapakesan and Lumley (1993a) 
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through measurements in the self-similar region of round jets. Experiments 

(Wygnanski and Fiedler, 1969; Panchapakesan and Lumley, 1993a; Hussein et 

al., 1994) indicate that self-similarity of the mean velocities is achieved only 

beyond 30 diameters. Hence, apart from the inadequacies of the subgrid-scale 

model, the lack of self-similarity in the simulated near-field of the jet may be 

responsible for the discrepancy between the computed and measured values of 

the spreading rate.  

 

Figure 5.9. clj /UU  as a function of x/d in the jet.  

 
 
 

 To investigate the decay rate of the mean centerline velocity clU  , consider 

Fig.  5.9 that shows the ratio, clj /UU  where jU  is the injection velocity, as a 

function of the axial distance in the jet. The velocity decay constant, given by the 

inverse of the slope of a linear fit to the data, is estimated to be about 11.76 (~1/ 

0.085) in the region 20/14 ≤≤ dx . As indicated in the experiments of 
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Panchapakesan and Lumley (1993b) on helium jets injected into air, the decay 

constant shows a dependence on the injected-to-ambient gas density ratio, 

aj / ρρ . In the present case, aj / ρρ  is about 3.5. Hence, we need to account for 

the density-ratio effect before comparing with the constant-density experimental 

data. This is achieved by introducing the effective diameter, ed  as 

( ) ./
2/1

aje ρρ⋅= dd                                                                                               (5.4) 

Hence, the computed decay constant after accounting for the density-ratio effects 

is ( ) 32.6~5.3/76.11
2/1

. This value agrees within 10 % with the range 5.8-5.9 

reported by Hussein et al. (1994) for their 95,500 Reynolds number jet, and is 

about 5 % higher than the value of 6.06 reported by Panchapakesan and Lumley 

(1993a) for their 11,000 Reynolds number jet in the self-similar region.  

 

Figure 5.10. Computed normalized radial profiles of U compared to experiments.  
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To investigate self-similarity of U  in the jet, consider Fig. 5.10 which 

compares the computed radial profiles of U  at different axial locations with the 

self-similar profiles reported in the experiments of Panchapakesan and Lumley 

(1993a) and Hussein et al. (1994).  U  is normalized by the centerline velocity clU  

whereas the radial location r  is normalized by the jet half-width 2/1r . We observe 

that the computed profiles are nearly superimposed for 21/ =dx  and 24/ =dx , 

indicating self-similarity. The computed values are within 6% of the experimental 

ones. 

 

Figure 5.11. Computed radial profiles of normalized TKE at different axial 
positions in the jet.  

 
 
 

Figure 5.11 shows the computed radial profiles of the mean turbulent 

kinetic energy TKE  (see Eq. (5.3)) at three different axial locations in the jet. The 

TKE  has been normalized by 2

clU . The measured profiles of Panchapakesan and 
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Lumley (1993a) and Hussein et al. (1994) in the self-similar region are also 

shown for comparison. The measured profiles of TKE  were obtained from the 

trace of the normal Reynolds stresses reported in the experiments. We observe 

from the figure that unlike the profiles of U , the TKE  profiles are not 

superimposed even beyond 20/ =dx  indicating that the jet has not achieved 

self-similarity with respect to the TKE . The computed values agree within 15 % 

with the data of Panchapakesan and Lumley (1993a) in their 11,000 Reynolds 

number jet but deviations up to 31 % are observed with the profile of Hussein et 

al. (1994) in their 95,500 Reynolds number jet . The experiments of Wygnanski 

and Fiedler (1969) indicate that the Reynolds stresses (and hence the TKE ) 

show self-similar behavior only beyond 50 jet diameters. Hence, quantitative 

agreement of the computed profiles with the measured profiles in self-similar jets 

is not expected. Moreover, we observe discrepancies up to 30 % between the 

two sets of experimental data in Fig. 5.11 Hussein et al. (1994) attribute these 

differences to differences in the jet Reynolds number, which was 95,500 in the 

case of Hussein et al. (1994) and 11,000 in the case of Panchapakesan and 

Lumley (1993a). 

It is also likely that the chosen constant of the Smagorinsky subgrid-scale 

model, 0.012, underestimates the eddy viscosity and hence the Reynolds 

stresses and the TKE . Uzun (2003) demonstrates that the computed Reynolds 

stresses are highly sensitive to the choice of the model constant and reports 

better agreement with a constant of 0.018. Similarly, Bogey et al. (2003) show 

good agreement with the self-similar profile of Hussein et al. (1994) with a 

constant of 0.0381. It is therefore possible that with a value higher than 0.012 for 

the Smagorinsky constant, the computed profiles may be closer to the 

experimental data. Uzun (2003) also indicates additional factors such as the 

influence of inlet conditions used in the LES and effects due to the nozzle 

geometry which are not accounted for in the computations.  It is encouraging, 

however, that the values compare reasonably well with those of Panchapakesan 
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and Lumley (1993a), and the radial location of the peak TKE  and the shape of 

the profile are close to those in the measured data.  

From the knowledge of the TKE , the velocity-scales in the jet can be 

estimated. In the present work, the mean velocity-scale q  is computed as 

( ) .2
2/1

TKEq =                                                                                                     (5.5) 

Fig. 5.12 shows the radial profiles of the local turbulence intensity, Uq / , in the jet 

at various axial locations. Similar to the TKE , as we move downstream in the jet, 

the peak intensity decays and the peak value is attained at radial locations 

farther from the centerline.  

 

Figure 5.12. Radial profiles of turbulence intensity in the jet at different axial 
locations. 

 
 
 

In addition to the mean velocity-scales, we are interested in estimating the 

mean integral length-scales in this work. The integral length-scales can be 

computed from two-point correlations of the fluctuating velocities (Pope, 2000). 
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For instance, the longitudinal normalized two-point autocorrelation ( )zyxrR ,,,11  is 

given by the expression 

( )
( ) ( )

( ) ( )
,

,,,,

,,,,
,,,

2/1
2'

2/1
2'

''

11

zyxuzysxu

zyxuzysxu
zyxsR

⋅+

⋅+
=                                                   (5.6) 

where  s   is the separation distance. For homogenous turbulence, 11R  is only a 

function of  s  but this may not be true in general in the present case. From the 

knowledge of 11R , the longitudinal integral length-scale ( )zyxL ,,11  is estimated as: 

( ) ( ) , ,,,,,
max

0
1111 dszyxsRzyxL

ss

s∫
=

=
=                                                                        (5.7)  

where maxs  is the maximum value of the separation distance considered. 

Wygnanski and Fiedler (1969) report measured values of 11R  up to xs ⋅= 2.0 . 

Hence, we choose xs ⋅= 2.0max  in the computation of the integral given by Eq. 

(5.7) for all the jet locations investigated.  

 

Figure 5.13. 11R  as a function of s/x on the jet centerline. 
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Figure 5.13 shows the computed values of 11R  as a function of s/x on the 

jet centerline at x/d = 16 and x/d = 20. The measured values of 11R  reported by 

Wygnanski and Fiedler (1969) in the self-similar region of the jet ( 30/ >dx ) are 

also shown for comparison. We observe trends similar to the experiments but 

quantitative differences are evident.  As expected, 11R  decreases as s  increases 

and decreases to values close to zero at large s . Negative values of 11R  are 

observed only in the computed data and not in the experiments for the range of 

separation distances shown. Moreover, the x  dependence of 11R  suggests that 

the turbulence is not homogenous in the computed jet. Using Eq. (5.7), it is 

estimated as 0335.0/11 =xL  at x/d = 16 and 0315.0/11 =xL  at x/d = 20. These 

estimates are about 12.3 % and about 17.5 % lower than the value  

0382.0/11 =xL  reported by Wygnanski and Fiedler (1969) on the jet centerline in 

the self-similar jet.  

 
Figure 5.14. dL /11 as a function of r/d at different axial locations in the jet. 
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Figure 5.15. xL /11  as a function of r/x at different axial locations compared with 

the self-similar profile reported by Wygnanski and Fiedler (1969).  
 
 
 

   Figure 5.14 shows dL /11  as a function of dr /  at three axial locations in 

the jet. For 16/ =dx  and 20/ =dx , 11L  increases as x  increases and as we 

move radially out from the centerline. However, at 12/ =dx , it appears from the 

limited set of computed data that 11L  slightly decreases from 5.0/ =dr  to 

0.1/ =dr  before increasing again. Note that the axial location, 12/ =dx , 

represents the mixing region relatively close to the potential core region 

( 8~/ dx ). Similar trends were observed in the measurements of Davies et al. 

(1962) in the mixing region of round jets just downstream of the potential core 

region where the integral length-scales were found to decrease across the jet 
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shear layers.  In Fig. 5.15, the normalized length-scales xL /11  as a function of 

xr /  at the three axial locations are shown along with the measured data points 

of Wygnanski and Fiedler (1969) in the self-similar region. The quantitative 

agreement with the measured values is within 20 %  at 16/ =dx  and 20/ =dx . 

 From the analysis so far, we observe that closer to the jet orifice, the 

characteristic length-scales ( 11L ) are smaller while the turbulence intensities (q ) 

are larger. In the flame-vortex studies discussed in Chapters 6 and 7, we will 

relate 11L  and q  to the length-scale and the velocity-scale of the vortex, 

respectively. The implications of the nature of variation of 11L  and q  in the jet 

near-field for effects due to unsteadiness and curvature, and the applicability of 

commonly employed modeling approaches such as flamelet models will be 

investigated.   

In addition to 11L , two other length-scales of interest are the Kolmogorov 

length-scale η  and the Taylor micro-scale λ . η  represents the smallest and 

most dissipative scale of turbulence at which turbulent straining is just overcome 

by molecular viscous action (i.e. 1=ηRe ). In the context of reacting flows, η  is 

closely related to the validity of modeling approaches such as flamelet models 

since these models assume that reaction zones are thinner than η  ( and hence 

all the scales of turbulence) and therefore embedded within the turbulent eddies. 

On the other hand, λ  lies in-between 11L  and η  in high Reynolds number 

turbulence but does not have a clear physical interpretation (Pope, 2000). 

However, λ  is widely used in turbulence literature to characterize the turbulent 

Reynolds number in canonical flow problems like isotropic turbulence. From the 

knowledge of 11L , η  and λ  can be estimated using the following relations: 

( )
3/ 4

1/ 4

11 '

1

,L
u

ν
η

 
=  

 
                                                                                             (5.8) 

1/ 2

11

'

1

15
.

L

u

ν
λ

 
=  
 

                                                                                                 (5.9) 



www.manaraa.com

 

 

99

In Eq. (5.8) and Eq. (5.9), ν  is the laminar kinematic viscosity and '

1u  is the root-

mean-square axial velocity fluctuation. Note that Eq. (5.9) assumes isotropic 

turbulence.  

 

Figure 5.16. / dη  as a function of r/d at different axial locations in the jet. 

 
 
 

Figure 5.16 shows / dη  as a function of r/d at two axial locations in the jet. 

Similar to the trends observed for 11L , η  increases with both x  and r . The 

values of η  are of the order of (1/1000)th of a diameter, which is order of 

micrometers in the present case with 1 mmd = . The normalized Taylor micro-

scale, / dλ , is shown in Fig. 5.17 as a function of r/d at / 16x d = and / 20x d = . 

Values of λ  lie in-between 11L  and η  as expected and are roughly 2-3 times 

smaller than 11L  and about an order of magnitude higher than η  for the jet 

locations shown in the figure. This significant gap between η  and λ  is expected 
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from Eqs. (5.8) and (5.9) for the relatively high jet Reynolds numbers simulated 

here. The estimated values of 11L , λ  and η  provide us with a range of values for 

the choice of the vortex length-scales in the studies of flame-vortex interactions.  

 
  

Figure 5.17. / dλ  as a function of r/d at different axial locations in the jet.  

5.3.2. Mixture Fraction Statistics 

We will now focus on the statistics computed from the filtered mixture 

fraction (Z
~
) field. As in the case of the velocity field, we will discuss the 

computed jet spreading rate based on the mean filtered mixture fraction Z , the 

decay rate of centerline Z , and the filtered variance 2"Z . The estimates from the 

LES will be compared to available experimental data in the literature. In addition, 

we are interested in the estimates of the mean scalar dissipation rates. The 

estimated mean scalar dissipation rate and the characteristic chemical time-scale 

from a single-step kinetic model are used to select an initial Damkıhler number 

in the studies of flame-vortex interactions. Furthermore, we will characterize the 
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fluctuations and the probability density functions (PDFs) of the scalar dissipation 

rate, which can then be employed to study the unsteady response of diffusion 

flamelets.  

 
Figure 5.18. drz /2/1  as a function of dx / in the jet.  

 
 
 

 The jet half-width based on Z , 2/1rz , is shown as a function of dx /  in Fig. 

5.18. As in the case of the velocity-field, the jet is observed to spread linearly. 

The spreading rate, estimated as the slope of the linear fit to the computed data 

in the region 20/14 ≤≤ dx , is about 0.096. This value lies within the range of 

0.097-0.115 reported in the experiments on variable-density jets of methane and 

propane with jet exit Reynolds numbers in the range 4000-25000 (Birch et al., 

1978; Pitts and Kashiwagi, 1984; Richards and Pitts, 1993) in the region 

70/10 << dx .  
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Figure 5.19. cl/1 Z  as a function of e/ dx  in the jet.  

 
 

 

The reciprocal of the centerline mixture fraction, cl/1 Z , is shown in Fig. 

5.19 as a function of e/ dx ,where ed  is an effective jet diameter introduced in Eq. 

(5.4). In the present case with 46.3/ aj =ρρ , dd 86.1e = . A decay rate of 0.192 is 

estimated from the linear fit to the computed data, which is reasonably close 

(within 25 %) to the range 0.212-0.25 reported in the measurements (Richards 

and Pitts, 1993; Pitts and Kashiwagi, 1984; Birch et al., 1978) in the region from 

10 to 100 jet diameters. Note that this decay rate is higher than the value of 

0.1563 (~1 / 6.4) observed for the decay of clU . A likely reason could be the 

higher (about 10 %) value of the mixture fraction diffusivity tD  in comparison to 

the momentum diffusivity tν (i.e. 9.0t =Sc ).  
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Figure 5.20. Radial profiles of normalized Z in the jet.  
 
 
 

Let us now consider the radial profiles of Z  to investigate self-similarity of 

the mixture fraction field. Figure 5.20 shows the radial profiles of clZZ /  as a 

function of 2/1/ rzr  at various axial locations in the jet. We observe good 

agreement of the computed data with the self-similar profiles reported by 

Richards and Pitts (1993) for a 25,000 Reynolds number propane jet and Pitts 

and Kashiwagi (1984) for a 4000 Reynolds number methane jet. Also shown in 

Fig. 7.20 is a Gaussian curve fit to the experimental data of Richards and Pitts 

(1993) and Pitts and Kashiwagi (1984), 

, 693.0exp

2

2/1cl
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r
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Z
                                                                              (5.10) 
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which provides a good approximation even in the present case. The computed 

profiles are well superimposed beyond 16/ =dx  indicating self-similarity. 

 

Figure 5.21. ( )( ) 2/1

cl

2"2" / ZZ  as a function of 2/1/ rzr  at different axial locations in 

the jet.  
 
 
 

To investigate self-similarity of the mixture fraction variance, consider Fig. 

5.21 which shows the square-root of the normalized mixture fraction variance 

calculated from the filtered mixture fraction field, ( )( ) 2/1

cl

2"2" / ZZ , as a function of 

2/1/ rzr  at different axial locations in the jet. The profiles are not superimposed, 

especially at larger values of 2/1/ rzr , indicating that the variance-field has not 

reached self-similarity in the simulated near-field of the jet. However, the 

computed profiles are reasonably close to the self-similar profiles reported in the 

measurements in the region 2/0 2/1 << rzr , though deviations are observed at 
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larger values of 2/1/ rzr .  Comparing with Fig. 5.11 which shows the radial profiles 

of the normalized TKE , the quantitative agreement with the self-similar profiles is 

much better for the mixture fraction variance.  

Now, we will focus on the statistics of the scalar dissipation rate χ , a 

quantity of central importance in the modeling and discussion of non-premixed 

turbulent combustion. Experimental data on scalar dissipation rates in non-

reacting jets is limited in the literature. Due to the lack of normalization in the 

measured data, the comparison with the computed LES results will be more 

focused on qualitative trends rather than quantitative estimates. From the 

available experimental data on scalar dissipation, such as those of Namazian et 

al. (1988) and Effelsberg and Peters (1988) on non-reacting propane jets (Rejet = 

4000-10,000) in the region 60/ <dx , the following observations can be made: 

1. The mean scalar dissipation rate χ  decreases with downstream distance 

in the jet. 

2. The radial profiles of χ  exhibit a double-peak structure which gradually 

vanishes as we proceed downstream in the jet. Moreover, the peak values 

of χ  are found in the jet shear layers. 

3. The log-normal distribution is a good approximation for the PDF of χ . 

We will now investigate the scalar dissipation rates computed from the LES 

flowfield.  

 The instantaneous filtered scalar dissipation rate χ%  is computed using the 

model expression given by Eq. (5.1). However, in the flamelet equations 

discussed in Section 4.3, the instantaneous scalar dissipation rate χ  

corresponds to a certain value of the mixture fraction Z . Since Z%  is a fluctuating 

quantity in the LES flowfield, the χ  value relevant to the flamelet equations is 

then the conditional value, Zχ , subject to the condition that Z Z=% at a given 

location in the jet. Following Bushe and Steiner (1999),  Zχ  can be related to the 

unconditional value χ%  using the expression 
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( )
1

"2

Z Z

0

, ,

Z

Z

P Z Z Z dZχ χ
=

=

= ∫% ,                                                                               (5.11) 

where ZP  is the subgrid-scale probability-density-function (PDF) of the mixture 

fraction, which in general is a function of Z  and "2Z . In the present work, we 

assume that ZP  is a beta PDF betaP , shown to be a good estimate for the subgrid-

scale PDF of the mixture fraction in reacting DNS studies of homogenous 

turbulence (Madnia and Givi, 1993; Wall et al., 2000).  betaP  has also been widely 

employed in LES studies of reacting jets (Pitsch and Steiner, 2000a, b).  betaP  is 

given by 

( ) ( ) ( ) ( )
( ) ( )

1 1

beta

1
,

Z Z
P Z

α β
α β

α β

− −
− Γ +

=
Γ Γ

                                                                 (5.12) 

where Γ  is the gamma function and the parameters α and β  are related to 

Z and "2Z  through the relations 

,Zα γ=                                                                                                            (5.13) 

and 

( )1 ,Zβ γ= −                                                                                                     (5.14)  

where  

( )
"2

1
.

Z Z

Z
γ

−
=                                                                                                    (5.15)     

However, in order to explicitly solve for Zχ , we need to know its functional 

dependence on Z . As suggested by Peters (2000), the functional dependence is 

usually assumed to be the same as in steady counterflows 

( )Z st ,f Zχ χ=                                                                                                  (5.16) 

where stχ  is the conditional scalar dissipation rate at the stoichiometric mixture 

fraction stZ  and ( )f Z has the form 

( )
-1 2

-1 2

exp{-2[ (2 )] }
 .

exp{-2[ (2 )] }st

erfc Z
f Z

erfc Z
=                                                                             (5.17) 
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Since betaP  is not defined at 0Z = and 1Z = , ZP  was assumed to be a delta 

function at these two points in the Z  space. With these presumed forms for ZP  

and ( )f Z , we can compute stχ  by the inversion of the integral in Eq. (7.11) as 

( ) ( )
st 1

"2

0

.

, ,

Z

Z

Z

f Z P Z Z Z dZ

χ
χ =

=

=

∫

%
                                                                        (5.18) 

To avoid the computation of the expensive gamma functions online during the 

averaging process, the integral in Eq. (5.18) was pre-computed and a 2-D look-

up table was generated with discrete values of the integral for given values of Z  

and "2Z . Hence, during the computation of the statistics from the 3-D 

instantaneous data, the values of the integral corresponding to the values of Z  

and "2Z  at a given location in the jet were simply evaluated through 2-D 

interpolation.  

Figure 5.22 shows the isocontours of the mean filtered scalar dissipation 

rate χ  in the jet. We observe trends similar to the experimental observations 

discussed before. From the shown isocontours, we observe that along the jet 

centerline, values of χ  increase initially in the mixing region just downstream of 

the potential core  ( / ~ 8x d ) up to about 13 jet diameters and then decrease as 

turbulent mixing decreases the scalar gradients. The radial profiles of χ  at 

different axial locations are shown in Fig. 5.23. We observe the characteristic 

double-peak structure of the profiles as in the experiments of Namazian et al. 

(1988) which becomes less prominent as we proceed downstream in the jet. 

Except at / 12x d =  where χ  peaks at the centerline, the peak values of χ  are 

observed to occur in the jet shear layer and move closer to the centerline as x  

increases from 16d  to 24d . 
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Figure 5.22. Isocontours of χ (1/s) in the jet.  
 

 
Figure 5.23. χ (1/s) as a function of 2/1/ rzr in the jet at different axial locations. 
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 Figure 5.23 shows the radial profiles of the conditional mean value, Zχ , in 

the jet at different axial locations. We observe trends similar to χ  but the values 

of Zχ  are significantly higher than χ . The lower values of χ  in Fig. 5.23 reflect 

the effect of the subgrid-scale PDF ZP , which essentially attenuates Zχ  by the 

probability of attaining a certain value of Z  at a given location in the jet flowfield. 

Moreover, Zχ  consistently peaks in the jet shear layer at all the axial locations 

shown and the double-peak structure is much more prominent compared to χ  

(see Fig. 5.23). Both χ  and Zχ  are observed to decay strongly as we proceed 

downstream in the jet from / 12x d =  to / 24x d =  in qualitative agreement with 

experiments. We will employ these computed values of Zχ  at different jet 

locations in the studies of flame-vortex interactions. 

 
Figure 5.24. Zχ (1/s) as a function of 2/1/ rzr  in the jet at different axial locations.  

 
 
 

Let us now investigate the fluctuations and PDFs of χ~  at different 

locations in the jet. Instantaneous time-record of χ~  was collected over 100,000 

time-steps at given locations in the jet. For instance, consider Fig. 5.25, which 
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shows the time-record of χ~  on the jet centerline at 12/ =dx . We observe strong 

fluctuations of χ~  but the repeated bursts of relatively high values are often 

followed by relatively low values.   

 
Figure 5.25. χ~ (1/s) as a function of time (ms) on the jet centerline at x/d = 12. 

 
 
 

To explore the possible implications of the fluctuations of the scalar 

dissipation rate on the flame-response, consider Fig. 5.26, which shows the 

scalar dissipation ratio rχ  as a function of time at 12/ =dx  on the jet centerline. 

Recall from Eq. (4.48) that rχ  is the ratio of the instantaneous scalar dissipation 

rate at stoichiometric mixture fraction stχ  to the steady extinction limit eχ . It will 

be shown in the flame-vortex interaction studies presented in Chapters 6 and 7 

that excursions of stχ above eχ (i.e. 1r >χ ) and below eχ (i.e. 1r <χ ) are 

important for extinction and reignition. Moreover, burning flames with values of 
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rχ  greater than unity (i.e. stχ > eχ ) represent effects due to unsteadiness, which 

render the unsteady flame more resistant to extinction. In LES, stχ  is the 

instantaneous conditional scalar dissipation rate, conditioned at the 

stoichiometric mixture fraction, computed using Eq. (5.18). In Fig. 5.26,  stχ  is 

normalized by  500e =χ 1/s, the steady extinction limit from a flamelet calculation 

using the single-step kinetic model for the pressures and temperatures simulated 

here.   

 

Figure 5.26. rχ  as a function of time (ms) on the jet centerline at x/d = 12.  
 
 
 

We observe excursions of rχ  above and below 1 but it is interesting that 

the excursions above 1 are significantly short-lived. This in turn is reflected in the 

mean value being relatively small, equal to only about 0.04. In other words, a 

RANS calculation employing this mean value would predict a burning flamelet at 
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this jet location. However, we will show from flame-vortex interaction studies 

discussed in Chapters 6 and 7 that transient local extinction/reignition events are 

probable at 12/ =dx  close to the jet centerline.  

 
Figure 5.27. rχ  as a function of time (ms) on the jet centerline at x/d = 16. 

 
 
 

Figures 5.27 and 5.28 show rχ  as a function of time at the downstream 

axial locations of 16/ =dx  and 20/ =dx , respectively, on the jet centerline. As 

shown before, χ  and Zχ  will decrease as we proceed downstream in the jet. As 

a result, the excursions of rχ  above 1 do not occur  at 16/ =dx  and 20/ =dx , 

implying that instantaneous local extinction on the jet centerline is not expected 

at these axial locations. As discussed in Chapters 6 and 7, the flame-vortex 

interaction studies reveal similar trends, in that the tendency for local extinction 

decreases as we proceed downstream in the jet. However, note that the 

scenarios explored in Chapters 6 and 7 are interactions of isolated vortices with 
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flames, whereas the time records shown in Figs. 5.26-5.28 may be interpreted as 

superpositions of rχ  values due to interactions of multiple vortices (eddies) 

locally with the flames. In this context, Chapter 9 reports studies investigating the 

response of flamelets to fluctuating time records of rχ .  

 

Figure 5.28. rχ  as a function of time (ms) on the jet centerline at  x/d = 20.  
 
 

  
Let us now consider the PDF of  χ~  computed from the instantaneous 

time-record at different locations in the jet. Data collected over 100,000 time-

steps were used for the evaluation of the PDF. Due to the high degree of 

variability of stχ , it is convenient to compute the PDF of ( )stln χ . In addition, a 

normal distribution for ( )stln χ , ( )( )stN ln χP  , where 

( )( ) ( )( )
,
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χP                                                           (5.19) 



www.manaraa.com

 

 

114

is computed for comparison with the computed PDF. In Eq. (5.19), µ  and σ  

represent the mean and RMS values of ( )stln χ , respectively.  

 

Figure 5.29.  Computed PDF compared with a normal distribution on the jet 
centerline at x/d = 12. 

 
 
 

Figures 5.29-5.31 show the computed PDFs at the axial locations of x/d = 

12, x/d = 16 and x/d = 20 on the jet centerline, respectively. The normal 

distribution given by Eq. (5.19) is also shown for comparison. We observe that 

there is reasonable agreement of the computed PDF with the normal distribution, 

and the overall agreement improves as we advance downstream in the axial 

direction. However, even at downstream jet locations (i.e. x/d = 16, 20), it is 

observed that the normal distribution deviates particularly at the tails of the PDFs, 

i.e. for relatively high and low values of stχ . Interestingly, these values represent 

low probability events, which are important for local extinction/reignition, as 

discussed in Chapter 9. These events are specific to the simulated jet, and not 

captured by a universal distribution, such as the normal distribution.  
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Figure 5.30.  Computed PDF compared with a normal distribution on the jet 
centerline at x/d = 16.  

 

Figure 5.31.  Computed PDF compared with a normal distribution on the jet 
centerline at x/d = 20. 
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Figure 5.32.   Computed PDF compared with a normal distribution at the jet 
location, r/d = 0.5, x/d = 12.  

 

Figure 5.33.   Computed PDF compared with a normal distribution at the jet 
location, r/d = 0.5, x/d = 16.   
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Figure 5.34.   Computed PDF compared with a normal distribution at the jet 
location, r/d = 0.5, x/d = 20.  

 
 
 

Figures 5.32-5.34 compare the computed PDFs with the normal 

distribution at the radial location of / 0.5r d =  at the axial locations of / 12x d = , 

/ 16x d =  and / 20x d = , respectively. Similar to the trends observed on the jet 

centerline, the normal distribution provides a good approximation to the 

computed PDFs. Moreover, comparing Fig. 5.29 and Fig. 5.32, we observe that 

the quantitative agreement with the normal distribution improves as we move 

radially out from the jet centerline ( 0/ =dr ) to 5.0/ =dr  at / 12x d = . These 

trends with respect to the computed PDFs are in good qualitative agreement with 

the experiments of Namazian et al. (1988) and Effelsberg and Peters (1988) 

where log-normality of the stχ  distribution was reported. Moreover, the values of 

the RMS σ  of ( )stln χ  were found to lie in the 1.2-2.2 in the simulated near-field 

region of the jet, which lies within the range of 0.6-1.7 reported by Effelsberg and 

Peters (1988) in the region up to 50/ =dx . RANS-based interactive flamelet 
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models (Pitsch and Peters, 1995; Gopalakrishnan and Abraham, 2002) typically 

employ a log-normal distribution with 1=σ  to mimic the fluctuations of χ . 

5.4. Summary and Conclusions 

 In this chapter, results from the LES in the near-field ( / 25x d < ) of a 

70,000 Reynolds number, variable-density, isothermal gaseous fuel round jet 

were presented. Turbulent statistics of the velocity and the mixture fraction fields 

were computed to estimate mean length-scales, velocity-scales and scalar 

dissipation rates at different locations on the jet centerline and the jet shear 

layers. The computed statistics were compared with published experimental 

results in the literature in the self-similar region of isothermal round jets. The 

computed statistics form the basis for the studies of flame-vortex interactions and 

unsteady flamelets that follow in subsequent chapters.  

 The statistics computed from the velocity-field included first (mean) and 

second (variance) moments. The jet was observed to spread linearly and the 

estimated spreading rate of 0.083 in the region 20/14 ≤≤ dx  was lower than the 

range of 0.094-0.102 reported in the experiments on self-similar jets. The decay 

constant of the mean centerline velocity in this region was estimated to be about 

6.3, which is within 10 % of the values reported in measurements. Apart from the 

inadequacies of the constant-coefficient Smagorinsky model, the discrepancy of 

the computed values relative to the measured ones may be attributed to the lack 

of self-similarity in the near-field region of the jet. However, the normalized radial 

profiles of the mean axial velocity showed good agreement with measured self-

similar profiles and were reasonably super-imposed beyond 20 jet diameters. 

The normalized radial profiles of the mean turbulent kinetic energy TKE  lacked 

self-similarity. The computed values were within 15 % of the measured values 

reported by Panchapakesan and Lumley (1993a) but larger deviations upto 31 % 

were observed from the values reported by Hussein et al. (1994). Based on the 

prior studies of Uzun (2003) on the sensitivity of the Reynolds stresses on the 
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Smagorinsky constant, it is likely that the value of 0.012 employed in the present 

work under-estimates the eddy viscosity and hence the Reynolds stresses and 

the TKE . Mean velocity-scales representative of vortex velocity-scales in the 2-D 

DNS of flame-vortex interactions were estimated. 

 Mean longitudinal integral length-scales, Taylor micro-scales and the 

Kolmogorov length-scales were estimated at different axial and radial locations in 

the jet. While the integral length-scales were estimated from two-point auto-

correlations of the fluctuating axial velocities, the Taylor and Kolmogorov length-

scales were estimated from scaling relations in isotropic turbulence. For axial 

distances greater than 12 jet diameters, the integral length-scales were found to 

increase as we proceed downstream in the axial direction and radially away from 

the centerline. The computed values agreed within 20 % with the measured 

values of Wygnanski and Fiedler (1969) in self-similar jets. The variation of the 

Taylor and the Kolmogorov scales along the axial and radial directions showed 

similar trends as those of the integral length-scales. The expected large gap 

between the Taylor and the Kolmogorov length-scales at the relatively high jet 

Reynolds numbers employed here was confirmed.  

 Statistics of the mixture fraction field were computed which included 

means and variances of the filtered mixture fraction and conditional means and 

PDFs of the filtered scalar dissipation rate. The computed values of the jet 

spreading rate and decay rate of the centerline mixture fraction were within 25 % 

of the measured values in self-similar jets. Beyond an axial distance of 16 jet 

diameters, the normalized radial profiles of the mean mixture fraction were well 

super-imposed and showed good agreement with the measured self-similar 

profiles. A Gaussian curve-fit suggested in prior experimental studies (Pitts and 

Kashiwagi, 1984) was found to be a good approximation to the computed 

profiles. In contrast to the TKE , the radial profiles of the normalized mixture 

fraction variance compared favorably with the reported self-similar profiles in the 

experiments. 
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 Unconditional and conditional means of the scalar dissipation rate, a 

statistic of the mixture fraction relevant to reacting flows, were estimated. The 

conditional means were estimated from the unconditional filtered values by the 

presumption of a beta PDF for the subgrid-scale PDF of the mixture fraction. 

Both the unconditional and conditional means showed trends in good qualitative 

agreement with the experiments on non-reacting round jets, In particular, the 

values initially increase beyond the potential core up to a certain distance in the 

jet ( 12~/ dx ) and then decay strongly due to turbulent mixing. Consistent with 

experiments, the radial profiles showed a double-peak structure which became 

less prominent as we proceed downstream along the axial direction in the jet. 

The conditional mean scalar dissipation rates estimated at different locations in 

the jet flowfield will be employed in the future studies of flame-vortex interactions. 

 The fluctuations of the scalar dissipation rate were characterized at 

different axial locations in the jet. Significant excursions of the instantaneous 

conditional values above the steady extinction limit were observed at upstream 

axial locations ( 12/ =dx ) closer to the centerline ( 1/ <dr ). However, these 

overshoots were short-lived and the mean values remained much lower than the 

extinction limit (< 0.1 eχ ). The time-records of the conditional scalar dissipation 

rates obtained across the  jet near-field are employed in studies focusing on the 

unsteady response of diffusion flamelets in Chapter 9.  

 To further assess the accuracy of the LES model for the prediction of the 

scalar statistics, PDFs of stχ were computed from the instantaneous time-records 

at different locations in the jet and compared with the log-normal distribution 

reported in experiments. The comparisons showed that the log-normal 

distribution is a reasonable approximation to the computed PDFs. The 

quantitative agreement with the log-normal distribution improved as we proceed 

downstream in the axial direction and radially out from the centerline. The 

computed variances of the log-normal distributions from the filtered values were 

found to lie in a range comparable to that reported in the experiments of 

Effelsberg and Peters (1988). 
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 In the chapters that follow (Chapters 6 and 7), we will employ the temporal 

mean values of length scales, velocity scales and scalar dissipation rates in the 

studies of flame-vortex interactions corresponding to different locations in the jet 

near-field. Physical mechanisms for regimes, such as local extinction and 

reignition, will be investigated, and the applicability of modeling approaches, such 

as flamelet and flamelet/progress variable models, will be assessed. 
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CHAPTER 6.  FLAME-VORTEX INTERACTIONS 

6.1. Introduction 

In this chapter, results from studies of flame-vortex interactions are 

presented. As discussed in Chapter 1, the vortex and flame characteristics 

employed in the flame-vortex studies are selected from the mean statistics 

computed from the LES flowfield at different axial locations in the jet. Recall from 

Section 3.3 that the problem setup consists of an initially-flat diffusion flame 

which is allowed to interact with a counter-rotating vortex-pair. The fluid 

mechanics of the flame-vortex interaction is investigated for a baseline case 

characterized by the following set of non-dimensional numbers: 

r r i1.5;   5.85;   540;   30.l u Re Da= = = =  This set of non-dimensional numbers is 

obtained by averaging the temporal mean length-scale, velocity-scale and 

conditional mean scalar dissipation rate computed with LES across the radial 

region 0≤ r/d≤1.5 at the jet axial location, x/d = 12. Note that the radial region 

close to the jet centerline is chosen as the most energetic eddies (capable of 

causing flame extinction/reignition) are expected to occur in this region.  

With respect to length scales in the selected jet near-field region (i.e. x/d = 

12 and 0≤ r/d≤1.5), the selected vortex is sized about 36 % of the mean integral 

length-scale ( 11L ) and about 3 times the mean Taylor length-scale (λ ). Moreover, 

the velocity-scale for the vortex is assumed to be equal to the mean velocity-

scale (u′ ) in the selected jet near-field region. Hence, the chosen vortex 

characteristics represent inertial scales in the turbulent energy spectrum, and the 

flame-vortex interactions reported in this chapter represent localized interactions 

of inertial scales with the flamelets. The simulated pressure is 40 bar and the 

fuel-side and oxidizer-side temperatures are 1000 K. These conditions are 
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identical to those in the LES jet. The single-step kinetic model discussed in 

Section 3.3 is employed with gaseous n-heptane as the representative fuel.  

In the section that follows, the sequence of events that occur during the 

flame-vortex interaction is described. It will be shown that the transient flame-

response can be categorized into an extinction phase and a reignition phase. 

The extinction and the reignition phases are discussed in Sections 6.3 and 6.4, 

respectively. In each of these sections, the relative importance of convection and 

diffusion processes is investigated and the applicability of 1-D transient diffusion 

flamelet libraries to predict the flame-response is assessed. In Section 6.5, a 

modeling framework to predict extinction and reignition observed in the flame-

vortex simulations is evaluated, and implications for turbulent combustion 

modeling are discussed. The chapter closes with summary and conclusions in 

Section 6.6. Results from flame-vortex studies employing higher vortex Reynolds 

numbers than that discussed in this chapter may be accessed in a recent 

publication (Venugopal and Abraham, 2008a), some of which are discussed in 

Section 7.2 of Chapter 7.  

6.2. Transient Flame-response 

 Figures 6.1 (a)-(f) show the sequence of events that occur during the 

flame-vortex interaction at the selected location in the jet in terms of temperature 

contours. The stoichiometric isocontour ( 0.05Z = ) is also indicated in these 

figures. Recall from Section 3.3 that in Figs. 6.1 (a)-(f), t* represents the physical 

time non-dimensionalized by the eddy turnover time-scale. The frames have 

been magnified for clarity. Figure 6.1(a) shows the initial temperature contours 

with the velocity vectors overlaid (only every 2nd vector is shown for clarity). 

When the vortex impinges on the flat flame, it induces curvature and strain. This 

is evident in Fig. 6.1(b) where the portion of the diffusion flame interacting with 

the vortex becomes curved and the flame thickness decreases. Subsequently, 

local extinction occurs along the symmetry axis as shown in Fig. 6.1(c), with peak 

temperatures falling below 1400 K along this axis.  
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                                 (a)                                                       (b)  

 

                                (c)                                                            (d)  

 

                                    (e)                                                          (f)  

Figure 6.1. Evolution of temperature (K) during the flame-vortex interaction. 
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 We will discuss the extinction characteristics in greater detail in terms of 

an unsteady scalar dissipation rate and the Damkıhler number in the next 

section. It is seen from Fig. 6.1(c) that the quenched region is bordered by two 

distinct flame-edges on either side of the symmetry line. Recall from the literature 

review in Chapter 2 that edge-flames are extremities of diffusion flames which 

border extinguished regions. As the vortex convects through the flame, the edge-

flames are advected and rolled up by the vortex-induced flow. At the same time, 

we observe from Fig. 6.1(d) that the proximity of the flame-edges leads to lateral 

(i.e. in the X-direction) flame-flame interactions. We will quantify the flame-flame 

interactions in terms of convection and diffusion processes along the vertical 

centerline later. The lateral interactions lead to lateral propagation and 

subsequent merger of the edge-flames, as shown in Fig. 6.1(e). A reconnected 

diffusion flame is eventually established by about t* = 6.825 (Fig. 6(f)). In Fig. 

6.1(f), we also observe a pocket of oxidizer detached from the re-connected 

flame on the fuel-side, which would eventually burn out in the core of the vortex.  

This sequence of events involving unsteady flame-flame interactions 

leading to the re-establishment of the original diffusion flame may be 

characterized as the reignition phase. Hence, the unsteady flame-vortex 

interaction at the selected location in the jet can be categorized into the two 

phases, the extinction phase and the reignition phase. We will now focus on the 

evolution of the flame structure and the mixing field during each of the two 

phases. We will also assess the applicability of the 1-D transient diffusion 

flamelet model to predict the flame-response during extinction and reignition. In 

the analysis below, the vertical centerline is chosen as the diagnostic axis (see 

Fig. 6.1(a)).  
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6.3. The Extinction Phase 

 

Figure 6.2. st a/T T  as a function of rχ  during the extinction phase.  
 

 Figure 6.2 shows the temperature stT  as a function of the scalar 

dissipation rate stχ  at the stoichiometric mixture fraction stZ  along the diagnostic 

axis. The instantaneous scalar dissipation rate χ  is computed as 

2

Z2 ( ),D Zχ = ∇                                                                                                  (6.1) 

where the mixture fraction diffusivity ( )Z / pD cλ ρ=  with the unity Lewis number 

assumption. In Fig. 6.2, stT  has been normalized by the air-side temperature aT  

and stχ  have been normalized by the steady extinction limit eχ  to give rχ  (Eq. 

(3.48)). Here, eχ  is estimated using the 1-D laminar flame code described in 

Section 3.3. Starting from a burning solution, χ  is gradually increased till peak 

temperatures fall within 10 % of the frozen flow solution ( 1000 KT = ). With this 
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extinction criterion, eχ is about 500 s
-1 for the kinetic parameters chosen for the 

single-step model. From Fig. 6.2, we observe that stT  decreases as stχ  increases 

and subsequently drops to values within 40 % of aT , indicating that the vortex-

perturbed flame is approaching local extinction. The temperature response 

resembles the upper-branch of the well-known S-curve behavior of strained 

diffusion flames (Seshadri and Williams, 1978).  

 
Figure 6.3. Da  as a function of rχ  during the extinction phase. 

 
 
 

 However, we observe from the figure that the vortex-perturbed flame 

responds very differently than a steady laminar flamelet. In particular, it is seen 

that the vortex-perturbed flame withstands scalar dissipation rates much higher 

than the steady limit, and the temperatures do not fall to the frozen limit even at 

stχ  values as high as e4.5χ .  This behavior arises from the vortex-induced 

unsteadiness on the flame response, which causes the unsteady flame to 

respond with a phase-lag to the imposed scalar dissipation, and renders it more 
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resistant to extinction. Figure 6.2 clearly shows that steady flamelet libraries 

commonly used for turbulence-chemistry closure are not applicable in the 

present case.  

 Figure 6.3 shows the variation of the instantaneous flame Damkıhler 

number Da (see Eq. (3.48)) as a function of rχ  along the vertical centerline. We 

observe trends similar to the temperature response. In this study, for consistency 

across the range of conditions explored, we choose 1Da =  as the criterion for the 

onset of local extinction. This criterion is discussed by Peters (2000), and marks 

the onset of extinction when the instantaneous mixing time represented by -1

stχ  

becomes equal to the instantaneous chemical time cτ . Furthermore, the 1Da =  

criterion is meaningful in the present case since extinction is strain-induced, and 

occurs when the mixing time-scale becomes shorter than chemical time-scale.  

 Deviations of unsteady vortex-induced extinction from quasi-steady 

extinction have been reported in recent works, for instance, in the experiments of 

Santoro et al. (2000a) in vortex-perturbed gaseous methanol counterflow flames, 

and in the computations of Oh et al. (2004) involving vortex-induced extinction of 

dilute methane-air counterflow flames. Santoro et al. (2000a) found that the 

unsteady extinction scalar dissipation rate is about 30 % greater than the steady 

limit. On the other hand, Oh et al. (2004) reported unsteady extinction limits as 

much as 4 times the steady values.  An important distinction between the 

conditions studied by Santoro et al. and Oh et al. is the relative ordering of the 

characteristic chemical and vortex time-scales. While in the case of Santoro et 

al., the chemical time scales were shorter than the vortex time scales, Oh et al. 

considered vortices with time scales shorter than the chemical time scales. This 

shows that as the vortex time scales become shorter than the chemical time 

scales, the unsteady extinction limit would increasingly deviate from the steady 

values. In the present case, the characteristic chemical-to-vortex time-scale ratio 

is about 3.9 (~ r fv/l u ), implying that vortex time scales are shorter than chemical 

time scales. Hence, consistent with the results of Oh et al. (2004), we observe 
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significant deviations between the unsteady and steady extinction limits. 

Furthermore, since the unsteady flame response is expected to be dependent on 

the time-history of the scalar dissipation rate, it is intuitive that the unsteady 

extinction limit would be flow-dependent. In the next chapter, where we consider 

vortex and flame characteristics varying across the jet flowfield, we will clarify the 

non-dimensional numbers that control the unsteady flame response and 

extinction limits.  

 
Figure 6.4. /st aT T  as a function of rχ  with the unsteady flamelet model and 

flame-vortex simulation.  
 
 
 

 It is interesting to compare the temperature response with predictions 

using an unsteady flamelet model. Here, by ‘unsteady flamelet’, we refer to the 

time-dependent flamelet equations given by Eqs. (3.38) and (3.39) where χ  

varies as a function of both Z  and time. The 1-D laminar flame code discussed 

in Section 3.3 is employed along with the single-step kinetic model. The 
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instantaneous scalar dissipation rate ( ),Z tχ  (see Eq. (6.1)) is extracted from the 

flame-vortex flowfield along the vertical centerline and used as an input in the 

flame code.  Figs. 6.4 and 6.5 show the normalized temperature /st aT T  and the 

CO2 mass fraction 
2COY  as a function of rχ , respectively, computed using the 

unsteady flamelet model compared with the results from the flame-vortex 

simulation. We observe that the model predictions agree well with the flame-

vortex results with respect to both stT  and 
2COY , indicating that the model captures 

effects due to unsteadiness. In other words, the flame behaves as a 1-D 

unsteady flamelet in the extinction phase.  

 

Figure 5.6. 
2COY as a function of rχ  with the unsteady flamelet model and flame-

vortex simulation.  
 
 

 
Concurrent with this discussion on the comparison of the flame-vortex 

results with the flamelet model, it is interesting to investigate the nature of heat 
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loss mechanisms that lead to extinction. The convective and diffusive heat fluxes 

are computed using the expressions: 
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Figure 6.6.  Comparison of convective and diffusive heat fluxes and the heat 
release rate (W/m3) at t* = 1.4. The temperature T  is shown on the right axis. 

 
 
 
 In Eq. (6.2), CNVHX  and CNVHY  are convective terms for the mixture 

specific enthalpy h  in the X and Y directions, respectively, DELHX  and DELHY  

are the diffusion terms for h  in the X and Y directions, respectively, and ρ , u , v , 
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λ  and pc  are the mixture density, X-velocity, Y-velocity, mixture thermal 

conductivity and mixture specific heat, respectively. Figure 6.6 compares the 

heat-flux terms given by Eq. (6.2) and the chemical heat release rate CHRR  

along the vertical centerline at t* = 1.4, a time-instant close to extinction. CHRR   

is computed as 

0

1

N

i i

i

CHRR w h
=

= ∑ & ,                                                                                               (6.3) 

where N  is the total number of species. In Fig. 6.6, the temperature is also 

shown on the right axis. We observe from Fig. 6.6 that the dominant mode of 

heat loss is the convective term CNVHY , followed by the diffusive term DELHY  

along the y-direction. CNVHX is zero since the diagnostic axis is a symmetry line 

and is not shown in Fig. 6.6. Moreover, CHRR  is smaller in magnitude than 

CNVHY , implying that the flame is approaching extinction. DELHX , which is 

essentially a curvature term, is negligibly small in comparison to CNVHY and 

DELHY in the extinguishing region (0.0013 0.0014Y< < ). This indicates that 

curvature effects are minimal up to extinction; this is consistent with the 

agreement between the flame-vortex and the flamelet model predictions, since 

the curvature term is absent in the flamelet calculations. In the context of the 

flamelet equations given by Eqs. (3.38) and (3.39), the convective terms do not 

directly appear as a result of the flamelet-transformation with unity species Lewis 

numbers (Peters, 1984), but affect the magnitude of χ  through mixture fraction 

gradients (see Eq. (6.1)). Note, however, that the hump in the temperature profile 

on the left (oxidizer) side upstream of the flame is caused by heat addition due to 

the curvature termDELHX .  

 Figure 6.7 shows the mixture fraction Z  along the vertical centerline along 

with the temperature T  on the right-hand axis. It is seen that the heat addition 

due to DELHX occurs at sufficiently lean fractions ( 0.01Z ≤ ) and does not affect 

the extinction behavior. In other words, the vortex-induced re-circulation results in 

very little partial-premixing up to extinction and the flame can essentially be 

modeled as a 1-D unsteady diffusion flamelet. 
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Figure 6.7. Z  and T  along the vertical centerline at t* = 1.4.  

6.4. The Reignition Phase 

Let us now examine the unsteady flame-response during the reignition 

phase. The time-evolution of the temperatureT , the mixture fractionZ and the 

scalar dissipation rate χ  along the vertical centerline is shown in Figs. 6.8(a), (b) 

and (c), respectively. In these figures, only the reigniting region is shown for 

clarity. From Fig. 6.8(a) which shows the evolution of temperature, we notice that 

beyond t* = 1.4, the extinguished region begins to reignite and by t* = 3.5, the 

peak temperature becomes comparable to that of the original diffusion flame. At 

t* = 1.4, we observe from Fig. 6.8(b) that the quenched region is essentially 

diluted with the oxidizer, indicated by values of Z  well below stZ  (~ 0.05).  As 

time progresses, Z evolves from lean to flammable and rich fractions due to 

partial-premixing in the wake of the vortex-induced flow. In other words, the re-
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connected diffusion flame is formed through a transient partially-premixed flame 

structure.  

 

                               (a)                                                           (b) 

 

(c) 
Figure 6.8. Time-evolution of (a) the temperature, (b) the mixture fraction and (c) 
the scalar dissipation rate along the vertical centerline during the reignition 

phase.   
 
 
 

The effect of partial-premixing is evident in the time-evolution of χ  shown 

in Fig. 6.8(c). It is observed that at the onset of reignition (t* = 1.4), χ  values are 
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relatively small (< 0.1) in the reigniting region ( 0013.00011.0 << Y ) due to dilution 

by the oxidizer. Thereafter, as flammable fractions are created (t* = 2.625, 3.5), 

χ  values increase in the reigniting region ( 0015.00011.0 << Y ).  It is interesting to 

note that as we advance in time from t* = 1.4 to 3.5, Figs. 6.8(a) and (c) show 

that both T  and χ  increase in the reigniting regions. In the context of the S-

curve shown in Fig. 2.1, this corresponds to a transition from the lower (non-

burning) to the upper (burning) branch via the unstable branch. This behavior 

cannot be recovered with a steady flamelet model which would predict a sudden 

transition from the non-burning branch (point I in Fig. 2.1) to the burning branch 

once χ  has fallen below a certain value. 

Computations with the unsteady 1-D flame code described in Section 3.3 

show that for the range of values of χ  encountered in the reigniting region 

( 0015.00011.0 << Y ), for instance at t* = 1.4, the autoignition delay times are 

much longer (of the order of 10teddy), whereas reignition occurs within a time-

interval of about 2teddy (from t* = 1.4 to 3.5) in the flame-vortex simulation. In 

other words, it is unlikely that the reignition process occurs through an 

independent flamelet scenario (Sripakagorn et al., 2004) where the individual 

flamelets reignite without interactions with the neighboring burning regions. It will 

be shown in Chapter 7 that rl  has a significant effect of the mode of reignition. 

Essentially, for relatively small values of rl (< 3.0, for instance, as explained in 

Chapter 7), mutual interactions between edge flames are strong enough to cause 

reignition before autoignition can occur. As seen from the temperature snapshots 

in Figs. 6.1(c)-(e), lateral interactions involving the rolled up flame-edges 

bordering the quenched regions play an important role during the reignition 

phase. We will now quantify these specific interactions in terms of convection 

and diffusion processes. 
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                              (a)  t* = 1.4                                                  (b) t* = 2.625 

 
(c) t* = 3.5 

Figure 6.9. Contours of the lateral heat diffusion term DELHX  (W/m3) during the 
reignition phase. Isocontours of KT  2000=  and 05.0=Z  are shown to define the 

flame-edge location. 
 
 

 
Figures 6.9(a)-(c) show the contours of the lateral heat diffusion term 

DELHX  at t* = 1.4, 2.625 and 3.5, respectively. Following Pantano (2004), the 

position of the flame-edge can be found by the intersection of the isocontour of a 

reacting scalar with the stZ  isocontour. In Figs. 6.9(a)-(c), a temperature contour 

of 2000 K has been chosen along with the 05.0st =Z  contour to define the edge 
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location. This choice is arbitrary but provides a reference location for the flame-

edge. As shown in Figs. 6.9(a) and 6.9(b), DELHX  contributes towards heat 

transfer to the extinguished points along the vertical centerline from the adjoining 

edge-flames.  In addition to DELHX , lateral diffusion of species would promote 

partial-premixing and creation of flammable fractions in the quenched locations 

along the symmetry line (see Fig. 6.8(b)). This leads to the lateral propagation 

and the merger of the two parallel edge-flames, which is evident in Figs. 6.1(c) 

and (d). Note from Fig. 6.9(c) that during the final stages of the reignition phase, 

DELHX  becomes negative in the region 00135.000125.0 << Y as rich fractions 

are formed in this region due to partial-premixing (see Fig. 6.8(b)). In other 

words, DELHX  contributes to heat loss from the reignited flame-elements that 

are rich to the colder regions around the vortical oxidizer pocket. This leads to 

local annihilation events in the merged flame (see Figs. 6.1(d) and 6.1(e)). Fig. 

6.9(c) also shows that by t* = 3.5, sufficient mixing has occurred to form 

stoichiometric fractions in the reigniting region and a re-connected diffusion flame 

is eventually established.  

The flame-flame interactions involving merger and annihilation of parallel 

flames observed here are qualitatively similar to those observed in the recent 

numerical work on premixed kernel-vortex interactions by Gokula and Echekki 

(2006). Figures 6.10(a) and (b) compare the relative magnitudes of the various 

heat flux terms and the chemical heat release rate CHRR  at t* = 2.625 and 3.5, 

respectively, during the reignition phase along the vertical centerline. It is seen 

from Fig. 6.10(a) that the curvature term DELHX  is of leading order and even 

larger in magnitude than the convective term CNVHY  in the reigniting region, 

and the normal heat diffusion term DELHY  is negligibly small in this region.  

Recall from our discussion of extinction (Fig. 6.6) that this is different from the 

trend observed in the extinguishing region. Essentially, the reigniting region is 

substantially diluted by the oxidizer following extinction as a result of which 

gradients in the Y direction are negligible in the early phase of reignition. On the 

other hand, the presence of the adjoining rolled-up edge-flames leads to strong 
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gradients in the X (lateral) direction thereby leading to the dominance of DELHX  

overDELHY .  

 
(a) 

 
                                                     (b) 
Figure 6.10. Comparison of heat fluxes (W/m3) and the chemical heat 

release rate (W/m3) along the vertical centerline during the reignition phase at (a) 
t* = 2.625, and (b) t* = 3.5. 
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Figure 6.10(b) represents a later stage during reignition. In the 

region 00145.000125.0 << Y , we observe that in addition toCNVHY , DELHX  

makes a significant contribution to heat loss from the reignited but richer fractions 

formed by partial-premixing which leads to the local annihilation of the merged 

flame in this region, as discussed before. These results clearly indicate that the 

classical thin-flame assumption with non-negligible gradients only in the flame-

normal direction (Peters, 1984), that leads to the 1-D flamelet equations 

represented by Eqs. (3.38) and (3.39), break down during the reignition phase. In 

other words, 2-D interactions with neighboring burning regions are found to be 

critical during reignition. It is interesting that the results are in good qualitative 

agreement with the edge-flame propagation and engulfment scenarios reported 

in the DNS of extinction-reignition dynamics in isotropic decaying turbulence 

performed by Sripakagorn et al. (2004), where lateral interactions were found to 

be important.   

Figures 6.11(a)-(c) show the influence of the instantaneous scalar 

dissipation rate χ  on the edge-flame dynamics during the reignition phase. 

Recall that the rχ  values shown in the figures at the edge locations are obtained 

by normalizing χ  by the steady extinction limit eχ . In Fig. 6.11(a), we observe 

that soon after local extinction, rχ  values in the vicinity of the flame-edges are 

relatively small, favoring their propagation into the adjoining quenched region. 

Aided by the vortex-induced flow, the edges are advected into the extinguished 

regions, where they promote heat addition due to lateral (X) heat and species 

diffusion (see Figs. 6.9(b) and 6.10(b)). However, the straining caused by the 

vortex leads to relatively high values of rχ  along the stoichiometric contour (Fig. 

6.11(b)). This causes the edge-flames to recede away from the extinguished 

region, as shown by the increased separation distance between the edges in Fig. 

6.11(c). We can also interpret this as negative propagation due to high values of 

scalar dissipation (Santoro et al., 2000a). In Fig. 6.11(c), we observe that the 

effect of the vortex-induced flow has decreased and rχ  values at the flame-edge 
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locations have fallen to relatively low values. This leads to conditions favorable 

for edge-flame propagation and the diffusion flame is eventually re-established.  

Hence, the dynamics of the edge-flames is strongly influenced by the variations 

of χ  relative to eχ in the reigniting regions.  

 

(a) t* = 1.4                                            (b) t* = 2.625 
 

 
(c) t* = 3.5 

 
Figure 6.11. Influence of scalar dissipation on the edge-flame dynamics at 

different times during the reignition phase.  
 
 
 



www.manaraa.com

 

 

141

There are important differences between the reignition scenario observed 

here and that observed in the experiments of Santoro et al. (2000a). In the 

experiments, the vortex was relatively weak and had very little influence on the 

edge-flame dynamics due to almost complete dissipation after local extinction. 

Flame-flame interactions and local annihilation events observed in the present 

DNS were not reported. Moreover, in the absence of the vortex-induced flow, 

reignition occurred solely by the propagation of the edge-flames as ignition fronts 

along the stoichiometric contour. In the present case, flame-flame interactions 

enhance the mixing processes in the extinguished regions and greatly reduce the 

distance over which the edge-flames have to propagate to re-establish the 

diffusion flame. It is intuitive that as the vortex Reynolds number decreases, the 

importance of flame-flame interactions relative to edge-flame propagation would 

decrease.  

Finally, it is interesting to consider the relative time scales over which 

extinction and reignition occur. Through a qualitative examination of the 

temperature snapshots such as those in Figs. 6.1(a)-(f), it is estimated that 

extinction occurs over a period of t* ~ 1.4 (t ~ 1.4teddy). On the other hand, the 

reignition phase occurs over a time interval of about 5.4teddy. Hence, consistent 

with the modeling studies of Hewson and Kerstein (2002) on extinction and 

reignition in turbulent jet flames, reignition is relatively slow compared to 

extinction. However, as discussed before, the rate of reignition would be even 

slower if the process occurred through an independent-flamelet scenario.  

Note that in the present work, we have simulated a relatively high 

pressure of 40 bar to represent diesel engine conditions. The primary influence of 

the higher pressure is on molecular transport properties such as the kinematic 

viscosity, which is accounted for in the Reynolds number. The Damköhler 

number represents the kinetic effects of high-pressure (i.e. higher reaction rates 

and shorter chemical time scales). Note, however, that the focus of the present 

work is to investigate the flame-vortex interaction regimes through non-

dimensional numbers, and not to assess the kinetic effects of pressure on these 
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regimes (such as extinction/reignition). Reliable multi-step kinetic models 

validated over a wide range of pressures would be required, which to the best of 

our knowledge, do not exist in the current literature. Hence, the predominant 

effect of the high-pressure in our work is hydrodynamic, and this effect would 

show scaling behavior. Furthermore, the chosen fuel-side temperature of 1000 K 

is much higher than those typically employed in diesel chambers (~ 400 K). In 

Chapter 7, we will present results from flame-vortex interaction studies with lower 

fuel-side temperatures (Venugopal and Abraham, 2008a) closer to diesel 

conditions in addition to the studies corresponding to the LES jet (i.e. with a  fuel 

temperature of 1000 K). The implications of using a higher fuel temperature and 

the associated lower fuel-to-oxidizer density ratio will also be discussed.  

6.5. A Modeling Approach for Flame Extinction and Reignition 

From the flame-vortex simulation results discussed in this chapter, it is 

evident that unsteady flamelet models satisfactorily predict local extinction, but 

are inadequate to predict reignition through edge-flame dynamics following 

extinction. In this section, we will evaluate the recently developed 

flamelet/progress variable (FPV) approach (Pierce and Moin, 2004; Pitsch and 

Ihme, 2005) for the prediction of extinction and reignition. In Section 6.5.1, the 

theoretical framework is discussed, and the predictive capability of the model is 

demonstrated through comparisons of the model results with the flame-vortex 

simulation results. Thereafter, in Section 6.5.2, possible approaches for the 

implementation of the modeling framework as a RANS/LES combustion sub-

model are discussed.  

6.5.1. Theoretical Framework 

Let us consider Fig. 6.12, which shows the stoichiometric temperature stT  

as a function of the stoichiometric scalar dissipation rate stχ  along the vertical 



www.manaraa.com

 

 

143

centerline. The steady extinction limit eχ  is indicated on the figure. We observe 

three distinct parts of the stT - stχ state diagram, which are labeled as I, II and III. 

Part I represents the extinction phase discussed in Section 6.3, during which the 

unsteady flame withstands scalar dissipation rates well above the steady limit. 

Part II represents the early phase of reignition following extinction, where the 

edge flames are rolled up and transfer heat to the extinguished regions through 

lateral diffusion. Consequently, in spite of the relatively high values of stχ , 

stT begins to increase. As discussed in Section 6.4, the rate of partial-premixing in 

the reigniting region becomes high enough to cause secondary extinction events, 

and stoichiometric regions with relatively low mixing rates (i.e. low stχ ) are formed 

in the reconnecting region. Thereafter, the evolution of the reconnecting region is 

represented by Part III of the diagram, where the reconnected flame gradually 

relaxes beck to the initial state.  

 

Figure 6.12. stT - stχ state diagram representing states during extinction and 

reignition along the vertical centerline during the flame-vortex interaction. 
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It is interesting to note from Fig. 6.12 that the parameterization commonly 

employed in flamelet models, i.e. ( )stst χfnT = , does not uniquely represent all the 

states during transient extinction/reignition. For instance, points P, Q and R 

indicated in Fig. 6.12 have the same value of stχ , but different values of stT . 

Hence, in order to predict extinction/reignition, we require a parameterization that 

is unique.  

 
Figure 6.13. stc - stχ state diagram representing states during extinction and 

reignition along the vertical centerline during the flame-vortex interaction. 
 

 
 

One approach is to introduce a reactive scalar, such as a reaction 

progress variable, which allows us to uniquely identify all the states during 

extinction/reignition. Following the recent work of Pierce and Moin (2004), this 

progress variable c  can be estimated as the sum of major species mass 

fractions, which for the single-step model is given by 

O
2

H
2

CO YYc += .                                                                                                  (6.4)  
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Figure 6.13 shows the stoichiometric progress variable stc  as a function of 

stχ along the vertical centerline. Since stc  is a reactive scalar, we observe trends 

similar to stT .  In addition, it is seen that points P, Q and R with a given value of 

stχ can be uniquely identified using stc . In other words, a parameterization of the 

form, ( )ststst ,cfnT χ= , can represent all the states during extinction and reignition. 

Pierce and Moin (2004) recently developed a steady form of this approach, called 

the flamelet/progress variable (FPV) model, and assumed reignition to occur 

through autoignition. Note, however, that the present results show that unsteady 

effects on the flame-response could be significant and result in extinction scalar 

dissipation rates higher than steady limits, and that reignition could occur through 

edge-flame dynamics rather than autoignition  Now, we will investigate whether 

an unsteady flamelet/progress variable (UFPV) model (Pitsch and Ihme, 2005) 

with the parameterization given by ( )ststst ,cfnT χ=  can describe the states during 

extinction and reignition in the flame-vortex simulations.  

 
                                    (a)                                                           (b) 

Figure 6.14. Flame states stored in the UFPV library in terms of the (a) stc - stχ  

diagram, and (b) the stT - stχ  diagram. 
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To generate a UFPV library, we employ the unsteady flamelet equations 

(see Eqs. (4.14) and (4.14)) and tabulate various values of c , T and iY  (from the 

burning branch to the frozen branch) for given values of χ . For instance, 

consider Figs. 6. 14(a) and (b), which show the states stored in the library for stc  

and stT , respectively. Results from the flame-vortex simulation are also indicated 

as circles in the figures. Note that we have employed 23 values of stχ  and 100 

( )
sti,, YTc states for each value of stχ  to generate the library. Due to the high 

degree of unsteadiness in the flame response, the values of stχ span a relatively 

wide range of ee

4 8102 χχ −× − , where 500e =χ s-1 for the baseline case discussed 

here. We observe from the figures that the flame-vortex states lie within the 

library, and are fairly close to the state points in the library.  

 
Figure 6.15. UFPV model results compared with the flame-vortex simulation 

results for three values of Z .  
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Figure 6.15 compares the predicted values of the temperature T  using the 

UFPV model with the flame-vortex simulation results for three mixture fractions, 

05.0=Z (stoichiometric, 025.0=Z (lean), and 1.0=Z (rich). Note that libraries 

similar those shown in Figs. 6.14(a) and (b) were generated for the lean and rich 

fractions as well. For a given value of Z , the UFPV model results are obtained 

through 2-D interpolation based on χ  and c  estimated from the flame-vortex 

simulation along the vertical centerline as a function of time. We observe 

excellent agreement between the UFPV model predictions and the flame-vortex 

interaction results for all the three values of Z . Similar agreement was obtained 

with respect to species mass fractions as well. Note that in the case of detailed 

chemistry, the UFPV library could be relatively large. However, once the library is 

generated, the computational costs involved are primarily due to interpolation, 

which would be much lower than those due to direct integration with detailed 

chemistry.  

Hence, the present work shows that the UFPV model can adequately 

describe unsteady flame extinction and reignition scenarios, provided the 

instantaneous scalar dissipation rate ( )tZ ,χ and the progress variable ( )tZc ,,χ  

are specified as model parameters. Note that prior works so far in the literature 

have not assessed the accuracy of the UFPV model to predict unsteady 

extinction/reignition. We will now discuss possible approaches to implement the 

UFPV approach as a RANS/LES combustion sub-model.  

6.5.2. Extension to RANS/LES Sub-model 

In the case of the flame-vortex simulations, which are quasi-laminar (i.e. 

include only one flow length-scale and time-scale), the model parameters for the 

UFPV model ( χ  and c ) can be computed exactly and passed on the UFPV 

library to obtain the predicted temperature and species mass fractions. In a 

turbulent jet flame simulation employing RANS or LES where not all of the 

relevant flow and chemical scales are resolved, χ  and c  have to be estimated 
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through sub-models. Below, we discuss possible approaches to implement the 

UFPV model as a RANS/LES combustion sub-model. The ideas presented here 

are similar to those discussed in the recent LES studies of Pitsch and Ihme 

(2005) employing the UFPV model for the simulation of a coaxial jet combustor.  

In the theoretical framework developed in Section 6.5.1, we showed that 

the parameterization employed in the UFPV model of the form ( )cZfn ,,χφ = , 

where φ  is a reactive scalar, provides a unique description of the unsteady flame 

states encountered during extinction and reignition. Now, with a suitable choice 

for c , such as the sum of major species mass fractions (Pierce and Moin, 2004), 

the set of values given by the function form ( )cZfn ,,χφ =  can be generated 

using the unsteady flamelet equations (Eqs. (4.3) and (4.4)), and stored in the 

form of a UFPV library. In the previous section, we demonstrated the application 

of UFPV libraries for three values of the mixture fraction (see Fig. 6.15). 

Moreover, as discussed by Peters (2000), the variables computed with the 

flamelet equations may be interpreted as conditional means φ . Hence, we can 

express the unconditional values φ
~
 in the turbulent flowfield as 

( ) ( )∫ ∫ ∫= dcdZdcZ,PcZ, χχχφφ ,
~

,
~

,                                                                    (6.5) 

where ( )cZP ,,
~ χ  is the joint subgrid PDF of Z , χ  and c .  With the assumption of 

statistical independence between Z , χ  and c , and the subgrid PDFs of  χ  and 

c  to be described by delta functions (Pierce and Moin, 2004; Pitsch and Ihme, 

2005), we obtain the closure expression for the joint PDF as 

( ) ( ) ( ) ( )ccZPcZP −⋅−⋅= δχχδχ
~

,,
~

,                                                                (6.6) 

where χ  and c  are the conditional means of χ  and c , respectively, and 

( )ZP
~

 is the subgrid PDF of Z , which is typically assumed to be a beta function 

(Peters, 2000; Pitsch, 2006).  

Now, as discussed in Chapter 5 on the LES results, and similar to Eq. 

(6.5), the conditional means can be related to the unconditional values using 
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( )dZZP
~~ ∫= χχ ,                                                                                               (6.7) 

and 

( ) χχ ddZZPcc ∫ ∫= ,
~~ .                                                                                      (6.8)  

Again, the statistical independence of Z  and χ  can be invoked to simplify the 

integrand in Eq. (6.8).  

 Hence, using a UFPV library with Z , χ  and c  as parameters, we can 

precompute φ
~
, χ~  and c~ using Eqs. (6.5)-(6.8), and express the possible sets of 

turbulent flame states as ( )cZg ~,~,
~~

library χφ = , where g is the functional form given 

by the integrand of Eq. (6.5). Now, while Z
~
and c~ in the turbulent flowfield can be 

estimated through modeled transport equations (Pierce and Moin, 2004), χ~  can 

be computed using an algebraic model (see Eq. (5.3)), as in Chapter 5. Note that 

in contrast to Z
~
, the transport equation for c~  will not be source-free, since c~ is a 

reactive scalar. The mean/filtered source term for c~ , cw
~
& , can be expressed as 

(Pierce and Moin, 2004) 

( ) ( )∫ ∫ ∫= dcdZdcZ,PcZ,ww χχχ ,
~

,
~

cc
&& ,                                                                 (6.9) 

where ( )cZwc ,,χ& is the conditional mean source term for c . In the work of 

Pierce and Moin (2004) employing the steady FPV model, ( )cZw ,c
&  was 

precomputed using the steady flamelet equations and stored in the flamelet 

library for look-up. The same approach can be extended to the UFPV model as 

well to tabulate ( )cZw ,,c χ&  from the unsteady flamelet equations. Hence, with 

this closure approximation for the source-term, c~ can be computed using a 

transport equation in the RANS/LES flowfield. Furthermore, with Z
~
, χ~  and c~  

known in each computational cell, 3-D interpolation with the UFPV library (i.e. 

( )cZg ~,~,
~~

library χφ = ) can then be employed to obtain the predicted filtered/mean 

values of the reactive scalars.  
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Note that the approach of Pierce and Moin(2004) involving the tabulation 

of ( )cZwc ,,χ&  using the flamelet equations can account for reignition through 

autoignition, but not through mechanisms such as edge-flame dynamics, which 

were shown to be important in the present work.  In Chapter 10, we will indicate 

one possible approach to account for edge-flame effects in the modeling of the 

progress variable. In addition, modeling of the subgrid PDF of the progress 

variable (i.e. ( )P c% ) would require consideration. The recent modeling results of 

Ihme et al. (2005) employing the steady FPV model compared with the DNS 

database of Sripakagorn et al. (2004) show sensitivity to the modeling choices 

for ( )P c% . For instance, it was shown that a beta function for ( )P c%  provides a 

more accurate description of the extinction/reignition scenarios observed by 

Sripakagorn et al. (2004) as compared to a delta function assumed in the studies 

of Pierce and Moin (2004). This further implies that we need model closure for 

the conditional variance of the progress variable, which is a parameter for the 

beta-PDF. Finally, the fidelity of the UFPV model to predict turbulent flame 

extinction/reignition and associated phenomena such as lift-off in a large-scale jet 

flame would also depend on the sub-models for turbulence and chemistry.  

6.6. Summary and Conclusions 

In this chapter, results from a baseline flame-vortex simulation were 

discussed. The conditions simulated were characterized by the following set of 

non-dimensional numbers: 30  ;540Re  ;85.5  ;5.1 ifvr ==== Daul , which were 

estimated from the temporal mean statistics computed using LES at the jet 

location, x/d = 12, computed as an average over the radial region, 

0≤ r/d≤1.5.The pressure was 40 bar and the fuel-side and air-side temperatures 

were 1000 K. A single-step chemical mechanism was employed. The influence of 

the chemical mechanism on the conclusions will be discussed in Chapter 8. 

Under these conditions, local extinction followed by reignition was observed 
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during the flame-vortex interaction. The flame-response during the extinction 

phase showed strong unsteady effects owing to the relatively large value of the 

chemical-to-vortex time-scale ratio, vvc /* duτ  (~ 4.0).  Consistent with prior 

experimental and numerical works, the unsteady flame was found to extinguish 

at scalar dissipation rates much higher than the steady extinction limit. 

Comparisons of the flame-vortex results along the symmetry axis with the 

predictions of a transient 1-D diffusion flamelet library showed good agreement. 

In other words, effects due to vortex-induced curvature and partial-premixing 

were found to be minimal during the extinction phase and the flame essentially 

behaves as a 1-D unsteady flamelet.  

The flame-response during the reignition phase showed significant 

differences from the extinction phase. Through a sequence of unsteady events 

involving 2-D flame-flame interactions, merger of the edge-flames formed after 

local extinction, and the local annihilation of the merged flame, the original 

diffusion flame was re-established. These interactions were characterized by 

lateral (X direction) diffusion of heat and species from the rolled-up edge-flames 

to the adjoining quenched regions. The analysis showed that the 1-D flamelet 

model which ignores curvature effects is not applicable during the reignition 

phase. In particular, the flame loses its 1-D flamelet structure due to significant 

levels of partial-premixing in the wake of the vortex-induced flow. The dynamics 

of the edge-flames were strongly influenced by the evolution of the instantaneous 

scalar dissipation rate in the reigniting region. In Chapter 7, we will consider a 

wider range of conditions estimated from the mean statistics computed with LES, 

including conditions (such as lower fuel temperatures and larger fuel-to-oxidizer 

density ratios) that are closer to diesel combustion chambers. In addition, the 

implications of specific choices, such as the higher fuel temperature (= 1000 K), 

on the flame-vortex interaction outcomes will be discussed.  

The recently developed unsteady flamelet progress/variable (UFPV) 

model (Pitsch and Ihme, 2005) was assessed for the prediction of unsteady 

extinction and reignition observed in the flame-vortex simulations. It was shown 
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that a tabulated UFPV library can accurately describe extinction and reignition, 

provided the instantaneous scalar dissipation rate and the instantaneous 

progress variable are specified as model parameters. Hence, from a fundamental 

(flame-vortex interaction) point of view, the present work shows that the UFPV 

model is an improvement over steady flamelet models for the prediction of local 

extinction and reignition. Possible approaches to implement the UFPV model as 

a combustion sub-model for RANS/LES were discussed. Directions for 

incorporating edge flame effects into the UFPV model to predict reignition 

scenarios observed in the present work will be discussed in Chapter 10.  

In the chapter that follows, effects due to unsteadiness and curvature on 

the extinction and reignition scenarios are explored through parametric studies 

involving a range of vortex length scales, velocity scales and scalar dissipation 

rates. This range of vortex and flame characteristics is selected from the 

statistics computed with LES at different locations in the jet. A regime diagram for 

localized flame dynamics in the jet near-field showing the combined effects of 

unsteadiness and curvature will be constructed from the coupled LES-flame-

vortex studies.  
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CHAPTER 7. UNSTEADY AND CURVATURE EFFECTS IN FLAME-VORTEX 
INTERACTIONS 

7.1. Introduction 

In this chapter, effects due to unsteadiness and curvature on the localized 

flame dynamics in the jet near field are explored through parametric studies of 

flame-vortex interactions corresponding to different locations in the LES jet 

flowfield. Table 7.1 shows the non-dimensional numbers that characterize the 

flame-vortex interaction, which were introduced in Chapter 4. These non-

dimensional numbers are constructed using the initial vortex length-scale ( vd ), 

initial vortex velocity-scale ( vu ) and the initial stoichiometric scalar dissipation 

rate ( ist,χ ) as parameters.  The simulated range for these three parameters is 

obtained from temporal mean statistics in the computed LES jet near field region 

( 20/12 ≤≤ dx ). At each axial location, the radial region of interest is 

5.1/0 ≤≤ dr , which represents a region close to the jet centerline, and the 

chosen parameters (i.e. vd , vu , ist,χ ) are computed as averages over this radial 

region.  The radial region close to the jet centerline is chosen as we expect the 

most energetic eddies capable of causing flame extinction/reignition to occur in 

this region. The estimated values for vd , vu , and ist,χ  in the region, 12≤x/d≤20 

and 0≤ r/d≤1.5, lie in the range of 90-600 µm, 2-9 m/s, and 2-18 s-1, respectively.  

Note that the simulated values of vd  at each axial location in the radial 

region of interest lie in the range of ( ) 117.01.0 L− , where 11L  is the mean turbulent 

integral length-scale. In terms of the mean Taylor length-scale λ , the range of vd  

simulated is approximately ( )λ0.95.1 − . Hence, the length-scales of the chosen 

vortices represent the inertial scales of the turbulent spectrum fairly well. 
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Moreover, ist,χ  is assumed to be equal to the average stoichiometric conditional-

mean scalar dissipation rate in the radial region 0≤ r/d≤1.5 at a given axial 

location, and decides the initial thickness (δ ) of the diffusion layer. The values of 

δ  corresponding to the estimated values of ist,χ lie in the range of 120-440 µm.  

Table 7.1 Non-dimensional numbers for the flame-vortex interaction studies. 

 

From Table 7.1, the estimated values of vd  and δ  result in values of rl  in the 

range of 0.3-3.0. Variation in rl  across the jet can be correlated with variation in 

curvature, and this range estimated from mean LES statistics (0.3-3.0) 

represents vortices (eddies) that are smaller and larger than the mean local 

diffusion layer thickness δ. The simulated values of vu lie in the range of 

( )u′− 0.15.0 , where u′  is the mean turbulent velocity-scale. This leads to values 

of fvu in the range of 1.0-6.0, as indicated in Table 7.1. As we will show in Section 

7.2, the lower limit of vu  selected (i.e. ~ 0.5u′ ) roughly corresponds to the 

weakest vortex for the simulated range of Reynolds  numbers that can cause 

Numbers 

Length-scale ratio, 
lr = dv  / δ 

Damkıhler number, Da 

= χst
-1
/ τc 

      Reynolds number, 
Rev = uv*dv/ν 

Scalar dissipation 
ratio, χr = χst/χe 

 

Extinction, Da <1 

Unsteadiness, 
curvature and 
viscous 

Unsteadiness 

Effect 

Curvature 

Velocity-scale ratio, 
ufv = uv  / uf 

Unsteadiness 

t* = t/teddy 

Initial value (strength of 
the flame): 10-100 

0.3-3.0 

1.0-6.0 

60-2000 
(Prior works, Rev< 600) 

( )20x/d12 ≤≤

Computed during the 
simulation 

Range simulated 
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extinction of the flames for the pressures and temperatures considered here. 

Variation in fvu  represents effects due to unsteadiness, and the relatively large 

values (> 1.0) shown in Table 7.1 suggest that unsteady effects on the flame-

response may be important.  

As discussed in Chapter 6, the instantaneous flame Damköhler number 

Da  is used to identify local extinction ( 1<Da ), and the initial value iDa  is a 

measure of the robustness of the initial flame. We observe from Table 7.1 that 

iDa  varies In the range of 10-100, and represents highly-strained to moderately-

strained flames. However, note that variation of iDa  occurs due to a variation in 

δ ( and hence ist,χ ), and therefore would affect the values of rl  and fvu as well, for 

given characteristics of the vortex ( vd  and vu ). In addition to fvu , the scalar 

dissipation ratio rχ  is also a measure of unsteadiness, and can be used to 

express the magnitude of the unsteady extinction limit relative to the steady 

value. Note that rχ  is an instantaneous quantity that is computed during the 

simulation (i.e. it is not known a-priori), but we will show that the trends in rχ  can 

in general be related to rl  and fvu . In addition to Da , the vortex Reynolds 

number vRe defined in Table 7.1 is a derived non-dimensional number that 

includes both the effects of unsteadiness and curvature due to its dependence on 

vd  and vu . Furthermore, as in Chapter 6, the physical time is normalized by the 

characteristic vortex (or eddy) turnover time (= vv / ud ) to yield t*.  

 The single-step kinetic model discussed in Section 3.3 is employed in the 

simulations discussed in this chapter, but we will also present results with a multi-

step kinetic model in the Chapter 8 to assess the influence of the kinetics on the 

conclusions drawn here. In the rest of this chapter, the unsteady and curvature 

effects at an axial location x/d=12 are discussed in Sections 7.2 and 7.3, 

respectively. In Section 7.4, results from simulations corresponding to different 

axial locations in the jet near field are presented. Thereafter, outcome diagrams 

relevant for local jet near-field flame dynamics, and the implications of the 
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present results for turbulent combustion modeling are discussed in Section 7.5. 

Note that the jet considered in the present work has a Reynolds number of 

70,000, whereas the Reynolds numbers encountered in practical engines could 

be an order of magnitude higher. During the discussion of the results, we will 

comment on the applicability of the present results to higher Reynolds number 

jets. We will also indicate the implications of some of the choices made for the 

simulated conditions, such as the fuel- and oxidizer-side temperatures, and the 

fuel-to-oxidizer density ratio.  The chapter closes with summary and conclusions 

in Section 7.6.  

7.2. Unsteady Effects on Flame-Vortex Interactions 

 
Figure 7.1. st a/T T  and rχ  as a function of t* for different fvu during the extinction 

phase.  
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To investigate effects due to unsteadiness, we vary vRe  in the range of 

120-540 by changing fvu  in the range of 1.0-6.0, while maintaining rl  at 1.5 and 

iDa  at 30. In other words, the highest vRe  case represents the fastest vortex. 

Note that 5.1r =l  corresponds to a vortex that is sized about 36 % of the mean 

turbulent integral length scale ( 11L ) at the axial location x/d = 12, close to the jet 

centerline ( 5.1/0 << dr ).  

Figure 7.1 shows the time-evolution of the normalized temperature st a/T T  

and the scalar dissipation ratio rχ  for three values of fvu . We observe higher 

values and rates of increase of rχ  as fvu  increases. Moreover, the increasing 

unsteadiness in the flame response at higher values of fvu  is also evident. For 

instance, at t* = 1, we observe higher temperatures for the fv 5.85u = case relative 

to the fv 1.24u = case, even though the corresponding rχ  values are higher when 

fv 5.85u = . This shows that at higher values of fvu , the unsteady flame responds 

with a greater delay. However, as rχ  increases to relatively large values (> 2.0), 

the fv 5.85u =  flame is driven towards extinction, while in the other two cases, the 

flame temperatures begin to recover.  

Figure 7.2 compares the unsteady cases with steady flamelet predictions. 

We observe that the vortex-perturbed flame-response is closer to that of a steady 

flame as fvu decreases, but unsteady effects are still dominant for the range of 

conditions simulated.  Figure 7.3 shows the variation of Da  as a function of rχ  

for the three values of fvu . We observe that the unsteady extinction limit (defined 

at the onset of extinction, 1Da = ) decreases from about 1.8 eχ  to about 1.2 eχ  as 

fvu  decreases from 5.85 to 2.48. This trend is in qualitative agreement with the 

numerical results of Oh et al. (2004). In other words, the unsteady limit is flow-

dependent, and governed by the vortex-to-flame velocity-scale ratio ( fvu ) for 

given values of rl  and iDa . Also, Fig. 7.3 shows that the fv 1.24u =  vortex is not 
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strong enough to locally extinguish the flame, since Da  remains of order 2 before 

increasing due to flame recovery. Note that in the present case, the fuel and 

oxidizer temperatures are both assumed to be equal to 1000 K. However, it is 

typical in diesel engine applications to inject cold fuel (~ 400 K) into a hot oxidizer 

(~ 1000 K). Lower fuel temperatures would give rise to weaker flames (i.e. 

lower iDa ), and hence larger values of fvu  for given characteristics of the vortex. 

Extrapolating from Fig. 7.3, this would lead to greater deviations of the unsteady 

extinction limit from the steady limit.  

 
Figure 7.2. st a/T T  as a function of rχ  for different fvu  compared with steady 

flamelet predictions during the extinction phase.  
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Figure 7.3. Da  as a function of rχ  for different fvu  during the extinction phase. 

 
 
 

To confirm this, consider Fig. 7.4, which shows Da  as a function of rχ  for 

a wider range of vortex Reynolds numbers ( vRe ) and fvu (51-205) from our recent 

flame-vortex interaction studies (Venugopal and Abraham, 2008a). In these 

studies, we considered interactions between relatively strong vortices with 

relatively weak (or strained) flames ( 10~iDa ) established between the fuel at 

450 K and the oxidizer at 1000 K. Due to the relatively large values of fvu (51-

205), we observe unsteady extinction limits (at 1=Da ) as much as 6 times the 

steady value. Hence, it is expected that in higher Reynolds number jets under 

practical engine conditions (i.e. with cold fuel and hot oxidizer), relatively strong 

vortices would interact with relatively weak (or strained) flames resulting in strong 
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unsteady effects in the flame-response. Note that for the weaker (and relatively 

strained) flames simulated in the results of Fig. 7.4, the steady extinction limit is 

1

e s 130 −=χ , which is roughly 0.3 times the steady limit for the flamelets 

corresponding to the LES jet (i.e. fuel temperature = 1000 K), where 1

e s 500 −=χ  

.Hence, the magnitude of the unsteady limit (at 1=Da ) for the weaker flames (~ 

6 eχ ) is about 780 s
-1, whereas it is about 1.8 eχ  (as discussed before), i.e. 900 s

-

1 for the stronger flames with a fuel-side temperature of 1000 K. Hence, the 

relative magnitudes of the unsteady limits confirm the intuitive expectation that 

weaker flames extinguish at lower scalar dissipation rates. However, greater 

departure of the unsteady limit from the steady limit (i.e. higher values of rχ   at 

extinction) for the weaker flames indicates a greater delay (i.e. unsteady effects) 

in the flame-response.  

 

Figure 7.4. Da  as a function of rχ  for higher values of fvu (51-205) during the 

extinction phase (Venugopal and Abraham, 2008a).  
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In addition, note that the choice of fuel-side and oxidizer-side 

temperatures influences the fuel-to-oxidizer density ratio. For instance, with 

K 450f =T  and K 1000a =T , the density ratio is about 7.7, whereas with 

K 1000f =T  and K 1000a =T , the density ratio is about 3.5. Qualitative 

comparisons between prior studies with K 450f =T  (Venugopal and Abraham, 

2008a) and the present results with K 1000f =T indicate that the primary effect of 

the density ratio is to modify the residence time for the flame-vortex interaction. 

Essentially, the air-side vortex would penetrate much faster in a less dense fuel 

medium ( K 1000f =T ), and would therefore be associated with shorter residence 

times. Hence, we can employ jet scaling laws for the vortex “jet”, and achieve 

comparable residence times for the K 450f =T and the K 1000f =T cases by 

scaling the vortex velocity. Similar scaling can be employed for fuel-side vortices 

as well. In other words, with different density ratios, we would expect different 

time scales for extinction and reignition, but the physical mechanisms would 

remain unaffected. Hence, while the fuel-side and oxidizer-side temperatures 

primarily affect the flame strength and the non-dimensional numbers iDa and fvu , 

the fuel-to-oxidizer density ratio ( aj / ρρ ) appears as an additional parameter 

governing the flame-vortex residence time.  

Before we proceed to the discussion of unsteady effects during reignition, 

it is important to note that the results presented here are based on interactions of 

air-side vortices with the diffusion flames. In a high-Re jet, the intermittent nature 

of the shear layers may lead to the entrainment of unmixed fluid in the form of 

oxidizer eddies which may then interact with the embedded flamelets. The 

present flame-vortex interaction studies provide insights into such scenarios. 

However, it is also possible that high-speed fuel eddies (i.e. strong fuel-side 

vortices) may impact the flamelets. The interactions of fuel-side vortices with the 

diffusion flames may show some interesting differences from those involving air-

side vortices. For instance, the recent numerical results of Oh et al. (2004) show 

that unsteady extinction limits may be different with air-side and fuel-side 
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vortices, due to differences in the time history of the scalar dissipation rate. 

However, note that the trends observed here with respect to unsteady effects, i.e. 

decreasing unsteadiness with decreasing vortex velocities, would remain the 

same with both air-side and fuel-side vortices. Moreover, in the present case, 

owing to fuel-to-oxidizer density ratios greater than unity (~3.5), the denser fuel-

side vortex may penetrate the diffusion layer more effectively than an air-side 

vortex, and hence would be associated with shorter residence times. Later in this 

section, we will discuss some of the possible differences between air-side and 

fuel-side vortices with respect to reignition.  

Let us now consider the effects of unsteadiness on the reignition phase. 

The edge-flame dynamics during the interaction of the 48.2fv =u  vortex is 

compared with the baseline case ( 85.5fv =u ) discussed in Chapter 6.  Figures 

7.5(a)-(c) show the isocontours, 2000 KT = and 0.05Z = , at different instants of 

time during the reignition phase when fv 2.48u = . Values of rχ  at the edge 

locations are also indicated in these figures.  Comparing with Figs. 6.11(a)-(c) 

which show the edge-flame dynamics for the fv 5.85u = case at the corresponding 

times, we observe some important differences. Firstly, values of rχ  experienced 

by the flame edges are much lower with the slower vortex ( fv 2.48u = ). 

Consequently, the flame edges are rolled up to a greater extent, as seen through 

comparisons of Figs. 7.5(b) and (c), and Figs. 6.11(b) and (c). The lower values 

of rχ  favor edge flame propagation, and Fig. 7.5(c) shows that the reconnected 

flame is formed by t* = 3.5. Note, however, that since teddy (= v v/d u ) increases by 

2.25 times as fvu decreases from 5.85 to 2.48, reignition occurs over a longer 

physical time with the slower vortex. 
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                               (a) t* = 1.4                                              (b) t* = 2.625 

 
(c) t* = 3.5 

 
Figure 7.5. Isocontours of K 2000=T and 05.0=Z to show edge-flame dynamics 

at different times during the reignition phase for 30,5.1,48.2 irfv === Dalu .  

 
 
 

These comparisons between the fv 5.85u = and fv 2.48u =  cases show that 

as the velocity-scale ratio decreases, effects due to unsteadiness decrease, 

which lead to greater flame roll-up, but slower rates of extinction and reignition. 

Note that the choice of K 1000f =T  and K 1000a =T essentially leads to a single-

stage autoignition behavior, whereas with K 450f =T and K 1000a =T , n-heptane 
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autoignition would show two-stage behavior (Liu et al., 2005). However, our 

recent flame-vortex studies employing a multi-step chemistry model for n-

heptane (Venugopal and Abraham, 2008b) and with K 450f =T  and K 1000a =T , 

show that for flame-vortex interactions relevant to the near field of diesel jet 

flames, reignition is likely to occur through edge-flame dynamics, and not 

autoignition. Essentially, the mode of reignition (autoignition or edge flame 

dynamics) is governed by non-dimensional numbers rl  and fvu . It will be shown 

that in Section 7.3 that rl  has a significant effect on reignition, and for relatively 

small values of rl (< 3.0), mutual interactions between edge flames are strong 

enough to cause reignition before normal (to the flame) diffusion can lead to 

autoignition. Moreover, for the range of fvu values simulated in this work (1.0-6.0), 

excursions of stχ above eχ are significant (i.e. 1r >>χ ), such that reignition cannot 

occur without lateral (i.e. along the flame surface) interactions between 

extinguished and neighboring burning regions. Recent DNS of Sripakagorn et al. 

(2004) in reacting isotropic turbulence also supports this latter fact, and we will 

confirm the same in Chapter 9 focusing on extinction/reignition under oscillatory 

scalar dissipation rates.  

As discussed earlier, employing fuel-side vortices may show some 

differences from air-side vortices. For given vortex characteristics ( vd and vu ), a 

fuel-side vortex would penetrate more effectively through the diffusion layer 

(since the fuel is about 3.5 times more dense than the oxidizer), and result in 

relatively shorter residence times. Hence, the tendency for reignition may 

decrease in comparison to an air-side vortex. In addition, since the stoichiometric 

mixture fraction in the present heptane/air flame is about 0.05 (i.e. closer to Z = 0 

than Z =1), it would take much longer for the extinguished regions diluted with the 

fuel (Z =1) to premix and form flammable fractions before reignition can occur. 

Therefore, it may be expected that for given vortex characteristics, air-side 

vortices are more likely to cause reignition following extinction in comparison to 

fuel-side vortices. Nevertheless, the trends observed here for reignition with 
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respect to fvu  and rl  would hold true for fuel-side vortices as well. Hence, it is 

reasonable to expect that the mechanism of reignition through edge flame 

interactions as revealed in this work for the simulated range of non-dimensional 

numbers is generally valid, and minimally affected by specific choices, such as 

fuel- and oxidizer-side temperatures, fuel-to-oxidizer density ratios, and air-side 

vortices, However, exploration of the dependence of the unsteady extinction 

limits and the rates of extinction/reignition on the above factors would be useful 

and interesting avenues for future work.  

7.3. Curvature Effects on Flame-Vortex Interactions 

  

 

Figure 7.6. st a/T T and rχ  as a function of t* for different rl  during the extinction 

phase. 
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In this section, we will explore effects due to curvature on flame-vortex 

dynamics, through variation of the length-scale ratio rl .  In particular, rl is varied 

in the range of 0.75-3.0, while maintaining fvu and iDa constant at 5.85 and 30, 

respectively. In other words, the largest vortex represents the highest Reynolds 

number. As mentioned before in Section 7.1, note that with respect to the local 

integral length-scale 11L , the simulated range for rl  corresponds to 

72.018.0/ 11v −=Ld . Hence, we are considering length scales which are at least 

20 % of 11L . As before, we will first characterize the flame-response during the 

extinction phase and then discuss the reignition phase.  

To assess effects due to curvature, cases with 0.3r =l  and 0.75  were 

simulated in addition to the baseline case with r 1.5l = , which was discussed in 

the previous chapter.  Figure 7.6 shows the time-evolution of the normalized 

temperature st a/T T  and the scalar dissipation ratio rχ  for the three cases during 

the extinction phase. It is observed that the vortex length-scale has a significant 

effect on the time-history of rχ , and consequently the time-scale for extinction. 

We observe the largest vortex ( r 3.0l = ) causes extinction over a time-scale of 

2t*, whereas with the smallest vortex ( r 0.75l = ), extinction occurs over about 3t*. 

However, since teddy increases by a factor of 4 from the smallest to the largest 

vortex, the extinction time-scale may in fact be shortest for the smallest vortex.  

This is clarified in Fig. 7.7, which shows the normalized temperature and 

the scalar dissipation ratio as a function of t*1, where t*1 is obtained by 

normalizing the physical time elapsed by the turnover time for the baseline case 

( r 1.5l = ). Essentially, t*1 is equivalent to the actual physical time elapsed. From 

Fig. 7.7, we notice that the extinction time-scale becomes shorter as the vortex 

size decreases. This is attributed to the higher rate of increase of rχ with smaller 

vortices (for instance, for 0.4< t*1< 1.4 in Fig. 7.5), which induce sharper velocity 

gradients or strain rates (hydrodynamic effects). Prior experiments in vortex-
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perturbed diluted hydrogen flames (Thevenin et al., 1998) have also confirmed 

the decrease in extinction time scales with decrease in the vortex size.  

 
Figure 7.7. st a/T T and rχ  as a function of t*

1 for different rl  during the extinction 

phase. 
 
 
 

Figure 7.8 shows the instantaneous flame Damkıhler number Da  as a 

function of rχ for the three different vortex sizes employed. We observe that the 

unsteady extinction limit (defined at 1Da = ) is nearly the same for all the three 

cases, implying that curvature has a minimal effect on the unsteady limit. Hence, 

the vortex length-scale predominantly affects the time-scale over which extinction 

occurs.   
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Figure 7.8. Da  as a function of rχ  for different rl  during the extinction phase.  

 
 
 

To explore whether these trends with respect to curvature effects on 

extinction are valid for higher values of vRe (up to 1410) and fvu (~200), consider 

Fig. 7.9, which shows flame-vortex interaction results (Venugopal and Abraham, 

2008a) under engine conditions ( K 450f =T and K 1000a =T , and fuel-to-oxidizer 

density ratio ~8), and 205fv =u  and 0.40.1r −=l . We observe trends similar to 

those in Fig. 7.8, i.e. the unsteady extinction limit is minimally affected by the 

vortex length-scale. However, as discussed before, due to higher values of  fvu  

and lower values of iDa , rχ  values at extinction (~6) are much higher, indicating 

stronger unsteady effects.  
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Figure 7.9. Da  as a function of rχ  for  higher values of  vRe  and fvu (~200) during 

the extinction phase (Venugopal and Abraham, 2008a).  
 
 
 
It is possible that as the vortex size decreases, the relative importance of 

the lateral diffusion term DELHX (see Eq. (6.2)) in comparison to the convective 

heat loss CNVHY  may increase. DELHX contributes to heat loss from the thin 

flame zone near the vortex-tip and this may in turn contribute to shorter extinction 

time-scales. Consider Fig. 7.10, in which the various heat flux terms are 

compared with the heat release rate CHRR (see Eq. (6.3)) along the vertical 

centerline at t* = 2.8 for 75.0r =l . This time-instant is close to the onset of 

extinction ( 1=Da ) for this case and can be qualitatively compared to the results 

shown in Fig. 6.6 at t* = 1.4 for r 1.5l = . It is seen that similar to the trends 
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observed for the r 1.5l =  case, convective heat loss CNVHY (see Eq. (6.2)) is 

predominant and the contribution of DELHX (Eq. (6.2)) is negligible in the 

extinguishing region (0.00125 0.00135Y< < ). Therefore, the dominant effect which 

leads to shorter extinction time scales with decreasing vortex size is the increase 

in rate of increase of rχ  and not lateral heat diffusion. This further illustrates the 

importance of the time-history of the scalar dissipation rate in unsteady extinction 

processes. Moreover, in the context of modeling, the implication of this finding is 

that unsteady flamelet libraries accounting for the time-history of the scalar 

dissipation rate is applicable to predict the effects of curvature on extinction, even 

for relatively small vortices ( r 0.75l = ). Essentially, for the relatively large values of 

vRe (270-1080) and fvu (~6.0) employed here, 2-D effects due to curvature are 

masked by unsteady effects during the extinction phase. 

 
Figure 7.10.  Comparison of convective and diffusive heat fluxes and the heat 

release rate (W/m3) at t* = 2.8 for r 0.75l = . The temperature T  is shown on the 

right axis. 
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 This analysis of the curvature effects on extinction, for the range of 

vRe simulated, shows that vRe  by itself is not an indicator of the rate (or time-

scale) of extinction. Regardless of whether fvu  or fvl  is varied, the rate at which 

extinction occurs directly correlates with the rate of increase of rχ . Moreover, the 

trends in rχ  (or stχ ) agree with the trends in the ratio, vv / du . This ratio is the 

inverse of the vortex turnover time-scale and may be interpreted as a global 

strain rate induced by the vortex. In non-dimensional terms, the rate of increase 

of rχ  then correlates with ( )( ) 1

cvv /
−⋅τdu , which is a Damkıhler number vDa  

based on the vortex turnover time-scale and the chemical time-scale for the 

flame.  

Curvature is expected to have a significant effect on reignition through 

lateral flame-flame interactions, which were shown to govern edge-flame 

dynamics leading to reignition for the baseline case discussed in Chapter 6. We 

will now compare the evolution of the vortex-perturbed flame during the reignition 

phase for a relatively large vortex with r 3.0l = , and a relatively small vortex with 

r 0.75l = . Figures 7.11(a)-(c) show the dynamics of edge flames during 

interactions of a larger vortex ( r 3.0l = ) with the flame at different times. As 

before, isocontours of K 2000=T and 05.0=Z are used to define the flame edge 

location, and representative values of rχ  at the edge locations along with 

maximum values along the strained stoichiometric contour are shown in the 

figures. We observe from Fig. 7.11(a) that the edges formed after extinction 

border a rather large extinguished region, comparable to the size of the vortex (~ 

360 µm), and considerably diluted with the oxidizer. During the subsequent 

evolution of the vortex-perturbed flame (t* = 1.7, 2.625), we observe significant 

flame rollup into the vortex cores.  
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                              (a)                                                             (b) 

 

(c) 

Figure 7.11. Dynamics of edge flames during the interaction of the 0.3r =l  vortex 

with the flame at (a) t* = 0.8, (b) t* = 1.7, and (c) t* = 2.625.  
 
 
 

 Notice from Fig. 7.11(b) that flame rollup has a similar effect as negative 

edge propagation in that it causes the edge flames to recede away from the 

extinguished region thereby delaying reignition. In addition, Fig. 7.8(b) shows that 

the rolled-up edge flames are also relatively strained. This leads to secondary 

extinction events leading to edge flames similar to the primary extinction event, 

as seen from Fig. 7.11(c). As the scalar dissipation rate relaxes to relatively low 
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values in the reconnecting region in the wake of the vortex-induced flow (Fig. 

7.11(c)), these secondary edge flames would propagate and lead to the eventual 

reconnection of the diffusion flame. Note that reconnection was not observed in 

the flame-vortex interaction length simulated here. Essentially, this discussion 

indicates that dilution due to relatively large extinguished regions, flame rollup, 

and relatively high straining are factors that decrease the tendencies for 

reignition as the vortex size increases. In other words, the tendency for reignition 

through edge flame propagation decreases as the vortex size (or rl ) increases. It 

is then possible that for relatively large vortices, autoignition could reignite the 

extinguished regions before vortex-induced premixing creates stoichiometric 

fractions for the edge flames to propagate into the extinguished regions.  

In contrast, let us consider the flame-vortex interaction outcomes when the 

diffusion flame is perturbed with a relatively small vortex with 75.0r =l . In Figs. 

7.12(a)-(c), the non-dimensional times have been chosen to match the physical 

time elapsed in Figs. 7.11(a)-(c) that show the interaction outcomes with the 

larger vortex. In Fig. 7.12(a), we observe the edge flames at the onset of 

reignition, which border a rather small extinguished region. The close proximity of 

the flame edges leads to strong flame-flame interactions through lateral heat 

(DELHX ) and species diffusion, and Fig. 7.12(b) shows that by t* = 6.8, a 

reconnected diffusion flame begins to form. In addition, we observe in Fig. 

7.12(c) that a fuel-rich pocket detached from the reconnected flame propagates 

on the fuel-side, which would eventually burn out in the vortex cores. Note that in 

terms of physical time elapsed, reignition occurs approximately four times faster 

for the smaller vortex, with correlates well with the factor of four increase in the 

global mixing rate (~ vv / du ) with the smaller vortex.  

Hence, we can conclude from these qualitative comparisons that while 

larger eddies predominantly lead to flame rollup and straining that enhance 

burning area but decrease the tendency for reignition, smaller eddies lead to 

rapid reignition following extinction through flame-flame interactions, and 

formation of fuel-rich pockets (or partially-stirred reactors) surrounding diffusion 
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flamelets. Moreover, since the rate of reignition is a measure of flame stability, 

these studies investigating the effects of unsteadiness (velocity-scale) and 

curvature (length-scale) on the flame structure show that it is beneficial to have 

high rates (i.e. higher velocity scales) of fine-scale (i.e. smaller length scales) 

mixing. In the context of a jet, such small-scale turbulence can be generated by 

employing smaller orifice diameters and higher injection velocities.   

 

                               (a)                                                          (b) 

 
                                                               (c)     

Figure 7.12. Dynamics of edge flames during the interaction of the 75.0r =l vortex 

with the flame at (a) t* = 3.2, (b) t* = 6.8, and (c) t* = 10.5.  
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7.4. Flame-vortex Interactions in the Jet Near-Field 

In the results discussed so far, we considered the nature of flame-vortex 

outcomes relevant to a particular jet location, 12/ =dx , and explored the effects 

due to unsteadiness and curvature on the local flame structure. In this section, 

we will investigate the flame-vortex outcomes at downstream jet locations, 

16/ =dx and 20/ =dx , and discuss how unsteady and curvature effects change 

as we move downstream in the jet. In addition, as we consider conditions varying 

along the jet axial direction, the effects of the flame-strength parameter iDa  on 

the flame structure will be clarified. Results from this section will then be used to 

construct outcome diagrams relevant for local flame dynamics in the jet near 

field.  

Let us compare the flame-response during the extinction phase for 

conditions relevant to three axial locations, x/d = 12, 16 and 20 close to the jet 

centerline ( 5.1/0 ≤≤ dr ). The corresponding non-dimensional numbers, 

estimated from the mean statistics computed using LES, are given by: 

30,85.5,5.1 ifvr === Daul  at x/d =12, 40,86.3,98.0 ifvr === Daul  at x/d =16, and 

60,27.2,67.0 ifvr === Daul  at x/d =20. The estimated values of the non-

dimensional numbers show that while both rl and fvu decrease as we proceed 

downstream in the jet, iDa  increases. These trends follow from the LES results 

discussed in Chapter 5, where it was shown that while the integral length and 

velocity scales show a gradual (almost linear) increase and decrease, 

respectively, with axial location in the simulated jet near field (x/d<25), the mean 

scalar dissipation rate decreases sharply(~ x-4). Hence, the flame thickness and 

the velocity-scale increase sharply along the axial direction, resulting in the 

decrease in rl and fvu , and increase in iDa . In other words, as we proceed 

downstream in the near field of the jet, we would encounter thicker flames 

interacting with vortices that are slower, and smaller with respect to the flame 

(i.e. lower values of rl ).  
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Figure 7.13. Da and rχ as a function of t* during the extinction phase for 

conditions corresponding to different axial locations in the jet.  
 
 
 

Note that by simulating flame-vortex interactions corresponding to 

downstream jet locations, we extend the range of non-dimensional numbers, 

such as rl and iDa , beyond that considered so far at x/d = 12. For instance, due 

to the presence of relatively thicker diffusion layers at x/d = 16 and x/d =20, we 

encounter higher iDa  values (up to 60), and smaller values of rl  (~ 0.3). As 

discussed in this section, flame-vortex interactions involving such robust flames 

(i.e. higher iDa ) with relatively small vortices (i.e. lower rl  ) will provide additional 

insights into the likely nature of localized flame dynamics. Figure 7.13 shows 

Da and rχ as a function of t*during the extinction phase of the flame-vortex 
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interactions relevant to conditions at different axial locations in the jet. We 

observe that at downstream jet locations, the extinction time scales are longer, 

implying that the flames are more resistant to extinction. This is consistent with 

the increase in iDa  with axial location, which is a flame-strength parameter, and 

with the findings discussed earlier at x/d=12.  In addition, Fig. 7.13 shows that the 

peak magnitude and rate of increase of rχ  decrease at downstream locations, 

which is consistent with the trends associated with the decrease in fvu (relatively 

slower vortices) and rl (relatively smaller vortices) discussed in Sections 7.2 and 

7.3.  

 
Figure 7.14. Da as a function of rχ  during the extinction phase for conditions 

corresponding to different axial locations in the jet.  
 
 
 

Figure 7.14 shows Da as a function of rχ  for the three cases, and it is 

observed that the unsteady extinction limit (defined at 1=Da ) is moderately 

affected (about 18 % decrease from x/d = 12 to x/d = 20) as we proceed 

downstream in the jet. This decrease is attributed to the decrease in the velocity-

scale ratio fvu (unsteady effects), and increase in the flame-strength 
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parameter iDa . Hence, it is expected that at further downstream locations in the 

jet, unsteady effects on local flame extinction would diminish, and steady 

extinction limits would be applicable. We will now compare the flame-response 

during the reignition phase for conditions corresponding to different jet locations.  

 

 
Figure 7.15. Da as a function of t* along the vertical centerline during the flame-

vortex interactions corresponding to different jet axial locations.  
 
 
 

Figure 7.15 shows the time evolution of the instantaneous flame 

Damköhler number Da  during extinction/reignition of the vortex-perturbed flames 

under conditions representative of the three jet axial locations. We observe the 

strong overshoots in Da  following extinction in all cases, which marks the onset 

of reignition under the influence of edge flames bordering the extinguished 

regions. The presence of significant amounts of diluted fractions (i.e. diluted with 

oxidizer) in the extinguished regions leads to relatively low mixing rates, and 

hence relatively large values of Da . With subsequent partial-premixing promoted 

by lateral heat and species diffusion, Da  gradually relaxes to values comparable 
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to the original diffusion flame, as the reigniting flamelets evolve into a 

reconnected diffusion flame. 

We observe from Fig. 7.15 that even though the time scales for extinction 

increase from x/d = 12 to x/d =20, as discussed before, the time scales for 

reignition show the opposite trend. In particular, it is estimated from Fig. 7.14 that 

the reignition phase occurs over non-dimensional times (t*) of 7.4, 4.9 and 1.7 for 

conditions corresponding to x/d = 12, 16 and 20, respectively. In terms of 

physical time, this represents about a 60 % decrease in reignition time-scale from 

x/d = 12 to x/d =20. This roughly correlates with the 55 % decrease in the length-

scale ratio rl  from 1.5 at x/d = 12 to 0.67 at x/d = 20, and indicates the increasing 

effect of the vortex-induced curvature on reignition dynamics at downstream jet 

locations. On the other hand, note from Fig. 7.14 that the extinction time-scale 

roughly increases by about 24 % from x/d = 12 to x/d = 20. Based on the 

discussion on curvature effects in Section 7.3, even though we expect a 

decrease in the extinction time-scale due a decrease in rl from x/d = 12 to x/d 

=20, the observed increase in extinction time scale indicates compensatory 

effects due to the increase in the velocity scale ratio fvu  and the flame-strength 

parameter iDa . Hence, it may be concluded that as we proceed downstream 

axially in the simulated jet near-field, decreasing unsteady effects lead to longer 

flame extinction time scales, while increasing curvature effects contribute 

towards shorter reignition time scales.  

 Results so far have shown that as rl  decreases, flame-flame interactions 

manifesting as lateral heat and species diffusion become stronger due to 

increasing effects of the vortex-induced curvature. These interactions can 

potentially prevent local extinction, and lead to flame recovery after temporary 

flame weakening due to the vortex-induced strain. To explore this scenario, let us 

consider flame-vortex interactions for the set of non-dimensional numbers given 

by: r fv i0.335, 2.27, 60l u Da= = = . These numbers correspond to the interaction of a 
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relatively small eddy ( 110.18vd L= ) at the jet axial location, x/d = 20, with the 

flame.   

 
Figure 7.16. stT  (K) andDa as a function of t* along the vertical centerline during 

the flame-vortex interactions with the set of parameters given by 

r fv i0.335, 2.27, 60l u Da= = = .  

 
 
 

 Figure 7.16 shows the temperature and the flame Damkıhler number 

Da at the stoichiometric mixture fraction along the vertical centerline as a function 

of t* during the flame-vortex interaction. We observe that the flame temporarily 

weakens and momentarily approaches extinction ( ~1Da ) due to the vortex-

induced strain, but rapidly reignites/recovers within one eddy turnover time (t* 

=1). This indicates the strengthening effect due to flame-flame interactions 

resulting from the vortex-induced curvature.  Figures 7.17(a) and (b) show the 

instantaneous snapshots of temperature in the vortex-perturbed flame at t* = 9.1 

and 14.6, respectively. We observe the effects due to flame-flame interactions 

leading to rapid flame recovery following flame weakening in Fig. 7.17(a), and 
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Fig. 7.17(b) shows that by t* = 14.6, the diffusion flame has reconnected, and a 

detached fuel-side pocket has formed. Note that for even slower (or weaker) 

vortices, local extinction may be prevented due to curvature-induced flame-flame 

interactions, resulting in thickened diffusion flames surrounded by pockets.  

Hence, the present results indicate that at downstream jet locations, we are likely 

to encounter regimes characterized by pocket formation without extinction.  

Experiments of Thevenin et al. (2000) in vortex-perturbed hydrogen flames have 

shown evidence of such regimes for relatively small vortex-to-flame length-scale 

ratios ( 0.11.0 r << l ). Furthermore, as discussed by Thevenin et al. (2000), below 

a certain vortex size ( 1.0r <l ), the effect of the vortex on the flame structure may 

be mitigated by viscous effects. 

 
                                   (a)                                                          (b) 
Figure 7.17. Contours of temperature (K) during interaction during the interaction 

of a relatively small vortex ( 0.335rl = ) with the flame at (a) t* = 9.1, and (b) t* = 

14.6. 

7.5. Outcome Diagram and Implications for Turbulent Combustion Modeling 

 In this section, we will represent the interaction outcomes observed so far 

through outcome diagrams that are relevant for localized flame dynamics in the 

simulated near field of the jet. Following prior computational (Cuenot and 

Poinsot, 1994) and experimental works (Thevenin et al., 2000), we choose rl  and 
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fvu  as axes for the regime diagram. In addition, we will illustrate the effects of 

other non-dimensional numbers such as vRe  through a scaling analysis. Based 

on the trends discussed in this chapter with respect to unsteady and curvature 

effects, we have 

( ) ( )ifvrr ,,~ DaufU =χχ &   ,                                                                                 (7.1) 

( ) ( )rr ,~ lgDELHXC =χ& .                                                                                    (7.2) 

In Eqs. (7.1) and (7.2) above, U and C represent magnitudes of unsteady and 

curvature effects, rχ&  denotes the rate of change of rχ  , and f and g are generic 

functional relationships. Now, in order to represent U and C on a diagram with 

fvu and rl as axes, we can derive the following scaling relationships: 
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In Eq. (7.3), vDa is a Damköhler number based on the characteristic time scales 

for the vortex and the flame, and Eq. (7.4) makes use of the approximate 

dimensional relationship: 

ν
δ

χ
2

1

ist, ~− ,                                                                                                          (7.5) 

whereν is the kinematic viscosity and ist,χ  is the initial stoichiometric scalar 

dissipation rate. For constructing a log-log diagram, we can recast Eqs. (7.3) and 

(7.4) as 

( ) ( ) ( )vDaul logloglog fvr += ,                                                                                (7.6) 

( ) ( ) 







+−=
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fvr logloglog

Da
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The equations above show that at a given jet location ( constanti ≈Da ), constant 

vDa and vRe  lines would appear at right angles. Note that since vDa and 
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vRe include both the vortex/flame length and velocity scales, they represent the 

combined effects of unsteadiness and curvature.  

 

Figure 7.18. Outcome diagram based on flame-vortex simulations corresponding 
to the jet axial location, x/d = 12. 

 
 
 

 Figure 7.18 shows the outcome diagram with rl and fvu  as axes for 

localized flame dynamics at the jet axial location, x/d = 12. In Fig. 7.18, the 

arrows indicate directions of increasing effects. We observe that while 

extinction/reignition events are favored for intermediate length and velocity scale 

ratios, large length scale ratios primarily result in flame rollup and straining. As 

discussed in Section 7.2, unsteady effects diminish as fvu decreases, and quasi-

steady extinction limits may be applicable for relatively small values of fvu (~1.0). 

Curvature effects increase as rl decreases, and favor reignition phenomena 
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through flame-flame interactions. Below a certain length-scale ratio (<0.5), flame-

flame interactions render the flame resistant to extinction, and result in pocket 

formation regimes without local extinction. Since vDa represents a normalized 

global strain rate (~ vv / du ) imposed by the vortex, it directly correlates with the 

time scales for extinction and reignition. Moreover, for relatively small values of 

vRe , viscous effects would mitigate the effect of the vortex on the flame structure.  

      

Figure 7.19. Outcome diagram based on flame-vortex simulations corresponding 
to the jet near field region, 12≤x/d≤20, close to the centerline, r/d≤1.5.  

 
 

 
Figure 7.19 shows the outcome diagram relevant for localized flame 

dynamics for the jet near field region, 12≤x/d≤20, close to the centerline, 
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r/d≤1.5. The figure shows that unsteady effects diminish due to decreasing 

velocity scale ratios as we proceed downstream in the jet, whereas curvature 

effects are enhanced due to decreasing length scale ratios. Note that each of the 

(approximately) constant vDa lines represents a constant ratio of the eddy length-

scale ( vd ) with respect to the local integral length scale ( 11L ), and a constant 

ratio of the eddy velocity scale ( vu ) with respect to the local turbulence intensity 

(u′ ).  In particular, the constant vDa lines of 0.54, 0.27 and 0.13 represent eddies 

with characteristics 11v / Ld = 0.72, 0.36 and 0.18, respectively, and uu ′/v = 1.0. 

This indicates that in the simulated jet near field region, effects due to 

unsteadiness ( fvu ) and curvature ( rl ) are somewhat compensatory. In addition, 

Fig. 7.19 shows that due to decreasing length scale and velocity scale ratios, we 

are likely to encounter pocket formation regimes without local extinction at 

downstream jet locations. For all the jet axial locations explored, 

extinction/reignition events were observed for intermediate length and velocity 

scale ratios.  

It is important to note that while the outcome diagram presented in Fig. 

7.18 is useful to understand the nature of localized flame dynamics, the observed 

trends may be specific to the simulated jet near field region (x/d <25). For 

instance, as we proceed downstream in the jet, while the length and velocity 

scales would continue to grow, mean scalar dissipation rates may settle down to 

relatively low values. It is then possible that length scale ratios may begin to 

increase with axial location. Additional LES-flame/vortex studies exploring a 

larger jet flowfield domain could provide useful insights into these possibilities.  

 Even though the flame-vortex interaction studies discussed here 

correspond to the regions close to the jet centerline, i.e. 0≤ r/d≤1.5, where 

extinction/reignition events are probable, the estimated values of non-

dimensional numbers, such as rl  and fvu  can be employed to infer interaction 

regimes at farther radial locations. For instance, at x/d = 12, the mean statistics 

computed from LES show that for r/d≥  2, rl ≥  4.0, and fvu ≤3.0, implying that 



www.manaraa.com

 

 

186

both curvature and unsteady effects diminish as we proceed radially away from 

the jet centerline at a given axial location. From the outcome diagram shown in 

Fig. 7.19, it is evident we are more likely to encounter rollup and straining, which 

may cause temporary flame weakening/recovery, rather than extinction/reignition 

at farther radial locations. We will confirm this expectation based on the flame-

vortex interactions in Chapter 9, where it will be shown that the localized flame 

dynamics corresponding to the average stoichiometric locations in the jet 

(r/d>1.0) predominantly involves temporary flame weakening/recovery. 

Moreover, due to increasing values of rl , the 1-D flamelet assumption is 

expected to be valid at increasing radial locations at a given axial location in the 

jet.  

The flame-vortex interaction outcomes observed here have important 

implications for turbulent combustion modeling. The flame-vortex simulations 

show that unsteady extinction/reignition events are likely in the simulated jet 

near-field region. While steady flamelet libraries were shown to be inadequate, 

unsteady flamelet models accounting for the time history of the instantaneous 

scalar dissipation rate are adequate to predict local extinction. However, it was 

shown that reignition phenomena following extinction are governed by curvature 

effects, which are not captured in 1-D flamelet models. As discussed in Chapter 

6, unsteady flamelet/progress variable models may be more appropriate to 

predict both local extinction and reignition. Such models account for partial-

premixing effects during reignition through a reactive scalar, such as the 

progress variable. In the context of turbulent combustion modeling, the mean or 

filtered progress variable can be obtained through a modeled transport equation, 

similar to the mixture fraction. Note, however, that the progress variable transport 

equation will not be source-free, and the filtered/mean source terms would have 

to be modeled. Recent works, such as the LES study by Pierce and Moin (2004) 

have explored modeling approaches for the progress variable, and suggest the 

use of tabulated flamelet/progress variable libraries. Such libraries can be built 

from the unsteady flamelet equations with the scalar dissipation rate and the 
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progress variable as flamelet parameters. Moreover, edge flame effects can be 

incorporated into the progress variable source term in order to account for 

curvature effects. Some of these possibilities are discussed in Chapter 10 

focusing on the implications of the present findings for modeling in diesel flames. 

In addition, the pocket formation regimes that are expected to be dominant at 

downstream jet locations can be represented through partially-stirred and 

perfectly-stirred reactor models.  

7.6. Summary and Conclusions 

In this chapter, effects due to unsteadiness and curvature on flame-vortex 

interactions were investigated through parametric studies corresponding to 

different locations in the LES jet flowfield. The variations in the vortex (length and 

velocity scales) and flame (scalar dissipation rates) characteristics in the jet near-

field region were expressed in terms of three non-dimensional numbers: the 

length-scale ratio rl , the velocity-scale ratio fvu , and the initial flame Damköhler 

number iDa . The effects of these parameters on the flame-vortex interaction 

outcomes, and unsteady and curvature effects were investigated. For the range 

of non-dimensional numbers explored, the flame-vortex dynamics was 

characterized by local extinction, reignition and pocket formation. 

Unsteady effects were primarily influenced by fvu  and iDa . During the 

extinction phase, the unsteady flame exhibited a greater departure from steady 

behavior as fvu  increased. In particular, rχ  values at extinction increased with an 

increase in fvu , and unsteady extinction limits up to four times the steady limits 

were observed for the specific conditions employed here. This observation is 

consistent with prior studies on vortex-induced extinction (Oh et al., 2004). 

During the reignition phase, increasing fvu  resulted in higher rates of partial-

premixing which promotes faster reignition. However, the extent of roll-up of the 

edge flames and burning in the vortex cores decreased due to reduced residence 
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times for the flame-vortex interaction. Variation of iDa  in the range of 30-60 

moderately influenced unsteady extinction limits (by about 18 %), and the 

unsteady flame showed an increasing tendency towards steady behavior as iDa  

increased. In addition, owing to faster flame response, reignition time scales 

decreased with an increase in iDa .  

Curvature effects were characterized through variations in the length-scale 

ratio rl . For rl  values in the range of 0.75-3.0, the predominant effect of 

curvature on extinction was found to be the modification of the rate of increase of 

the scalar dissipation rate. Accordingly, as rl decreased, shorter extinction time 

scales were observed owing to a higher rate of increase of rχ . Since lateral 

diffusion effects were not significant in the extinction phase, 1-D unsteady 

flamelet models may be employed to predict the effects of curvature on 

extinction. The vortex-induced curvature had a direct effect on flame-flame 

interactions during the reignition phase through lateral diffusion of heat and 

species into the extinguished region from the adjoining edge-flames.  As rl  is 

increased, a larger extinction-hole diluted with oxidizer is created which needs to 

premix and form flammable fractions before reignition can occur. Even though 

the extent of roll-up and straining is increased, flame-flame interactions are 

weakened leading to longer time scales for reignition. For relatively small length-

scale ratios ( 3.0~rl ), flame-flame interactions prevent local extinction, and lead 

to formation of fuel-rich pockets surrounding thickened flames. Such pocket 

formation regimes were found to be more likely at downstream jet locations.  

Based on scaling relationships and the observed flame-vortex interaction 

outcomes, outcome diagrams relevant for localized flame dynamics in the jet 

near-field ( )20/12 ≤≤ dx  of interest were constructed. These diagrams showed 

that unsteady effects decrease as we proceed axially downstream in the jet, 

while curvature effects show an increasing trend. These trends are attributed to 

the fact that while length and velocity scales show a gradual increase and 

decrease, respectively, in the jet near-field, scalar dissipation rates decay 
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strongly with axial location. Hence, at downstream jet locations, we are likely to 

encounter relatively slower and smaller vortices interacting with thicker flames. 

Across the jet near field, extinction/reignition regimes were observed for 

intermediate length scale and velocity scale ratios. However, these trends may 

be somewhat specific to the simulated jet near field region (x/d < 25). In 

particular, as we proceed further downstream, it is possible that the length and 

velocity scales may change more rapidly than the scalar dissipation rates, which 

may alter the nature of variation of unsteady and curvature effects along the axial 

direction. Additional LES/flame-vortex studies investigating a larger jet flowfield 

are required to explore these possibilities. Moreover, owing to increasing values 

of rl and decreasing values of fvu  with increasing radial locations at a given axial 

location in the jet, it is expected that curvature and unsteady effects would 

diminish, resulting in temporary flame weakening/recovery events rather than 

extinction/reignition. In addition, 1-D flamelets would be applicable at farther 

radial locations (r/d>2) due to the relatively large values of rl (> 4.0).  

The implications of the observed flame-vortex interaction outcomes for 

turbulent combustion modeling in the near fields of turbulent jet diffusion flames 

were discussed. The present results show that unsteady flamelet models 

satisfactorily predict local extinction, but are not applicable to predict reignition, 

which is governed by curvature effects and edge flame dynamics. Furthermore, 

as shown in Chapter 6, reignition may be predicted through modeling 

approaches, such as unsteady flamelet/progress variable models, which account 

for partial-premixing effects through the progress variable.  

The present work explores likely regimes of flame-vortex interactions 

relevant to the near-field of a 70,000 Reynolds number jet with a fuel-to-oxidizer 

density ratio of 3.5, and fuel and oxidizer temperatures of 1000 K. Practical diesel 

jets may involve an order-of-magnitude higher Reynolds numbers, colder fuel 

temperatures (~ 400 K), and higher fuel-to-oxidizer density ratios (~ 8). 

Qualitative comparisons of the present results with our recent flame-vortex 

interaction studies (Venugopal and Abraham, 2008a, b) under engine conditions 
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(i.e. higher density ratios, lower fuel temperatures) and relevant to higher 

Reynolds number (~400,000) jets show that the physical mechanisms of flame-

vortex interaction outcomes such as extinction and reignition remain unaffected. 

In particular, while extinction is associated with unsteady effects and satisfactorily 

predicted by unsteady flamelet models, curvature effects and edge flame 

dynamics govern reignition. Hence, the trends reported with respect to 

extinction/reignition and unsteady/curvature effects reported in this chapter can 

be extrapolated and expected to be valid in higher Re jets. Moreover, while the 

present work employs air-side vortices, we discussed the possible implications 

for extinction/reignition with fuel-side vortices. It is expected that fuel-side 

vortices would result in different unsteady extinction limits, and different time 

scales for extinction and reignition. The trends with respect to unsteady and 

curvature effects on extinction and reignition observed for air-side vortices are 

expected to be valid for fuel-side vortices as well. Flame-vortex interaction 

studies employing fuel-side vortices are useful directions for future work.  

 The flame-vortex simulations discussed so far employed a single-step 

kinetic model, and focused on interaction regimes. In the next chapter, results 

from flame-vortex simulations employing a multi-step kinetic model for n-heptane 

oxidation are discussed for a limited set of conditions. Through these simulations, 

the influence of multiple chemical time scales on the flame-vortex interaction is 

assessed. Moreover, the unsteady response of major species and pollutants like 

nitric oxide (NO) to the vortex perturbation is investigated.  
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CHAPTER 8. FLAME-VORTEX INTERACTION STUDIES WITH MULTISTEP 
CHEMISTRY 

8.1. Introduction 

The dynamics of flame-vortex interactions were discussed in Chapters 6 

and 7 by employing a single-step chemical mechanism for n-heptane. In this 

chapter, we will present studies employing a multi-step reaction mechanism. 

Through these studies, the response of major species (like CO2, H2O, CO) and 

pollutants (like NO and unburned hydrocarbons (UHC)) to the vortex perturbation 

will be investigated, and the influence of unsteadiness (related to vortex velocity-

scale) and curvature (related to vortex length-scale) on product/pollutant 

formation and distribution in the vortex-perturbed flame will be assessed. In the 

discussion, the influence of multi-step kinetics on the conclusions in the previous 

two chapters will be highlighted. in Section 8.2, results showing the flame 

temperature and species response for a baseline case are discussed. In 

Sections 8.3 and 8.4, the effects of unsteadiness and curvature are investigated, 

respectively. The chapter closes with summary and conclusions in Section 8.5. 

Some of the results discussed as part of this chapter appear in a recent paper 

accepted for publication in the AIAA journal (Venugopal and Abraham, 2008b) 

8.2. Flame-response 

In this section, we discuss the temperature and species response during 

the flame-vortex interaction for a baseline case employing the 56-step 

mechanism. The characteristics of the vortex (i.e. v 90 µmd = , v 9 m/su = ) and the 

diffusion layer (i.e. 1

st,i120 µm, 18 sδ χ −= = ) are identical to those for the baseline 
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case with the single-step kinetic model (see Chapter 6). In addition, similar to the 

baseline case with the single-step kinetic model discussed in Chapter 6, these 

vortex and diffusion layer characteristics correspond to temporal mean statistics 

from LES at the jet axial location, x/d = 12, computed as averages over the radial 

region 0≤ r/d≤1.5. However, note that since the 56-step mechanism is 

associated with multiple chemical time scales, it may result in Damköhler 

numbers different from the ones computed with the single-step model. Hence, 

the focus of this analysis is not to make a direct quantitative comparison between 

the multi-step and single-step models, but to investigate whether the physical 

mechanisms governing flame-vortex interaction are consistent between the two 

models. Furthermore, a multi-step kinetic model allows us to characterize the 

response of both major species and pollutants for different vortex sizes and 

velocities. 

Figures 8.1(a), (c) and (e), and Figs. 8.1(b), (d) and (f) show the contours 

of temperature and OH mass fraction (scaled up by 1000) at different times 

during the flame-vortex interaction. From the figures, we observe local extinction 

(Fig. 8.1(a), (b)) followed by reignition through lateral (i.e. in the X-direction) 

flame-flame interactions. We observe from Fig. 8.1(a) that the extinction is 

characterized by unsteady effects, as in the single-step chemistry case, resulting 

in unsteady limits more than 3 times the steady limit. Recall that with single-step 

chemistry the unsteady limit was about 4 times the steady limit  The OH mass 

fraction is observed to peak close to stoichiometric (i.e. on the lean side), and the 

trends in OH spatial distribution correlate well with the temperature. The 

reconnected flame is surrounded by a fuel-rich pocket. Contours of CO2 and CO 

mass fractions at different times are shown in Figs. 8.2(a), (c) and (e), and Figs. 

8.2(b), (d) and (f), respectively. As expected, CO2 essentially peaks close to the 

stoichiometric mixture (Z = 0.05) (Figs. 8.4(a), (c)) in the reconnected flame (Fig. 

8.2(e)) and CO peaks at rich fractions (Z ~ 0.08) (Figs. 8.2 (b), (d), (f)) and in the 

fuel-rich pocket detached from the reconnected flame (Fig. 8.2(f)). These spatial 

differences in the distribution of CO2 and CO can have implications for the 
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dependence of the formation rates on unsteadiness and curvature. We will 

discuss these implications in Sections 8.3 and 8.4.  

 
                              (a)                                                          (b) 

 
                                (c)                                                         (d) 

 
                                 (e)                                                        (f) 
Figure 8.1. Contours of temperature (K) ((a), (c), and (e)) and OH mass fraction 

((b), (d) and (f)) at different times during the flame-vortex interaction. 
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                            (a)                                                         (b) 

 
                             (c)                                                        (d) 

 
                            (e)                                                         (f) 
Figure 8.2. Contours of CO2 ((a), (c), and (e)) and CO mass fractions ((b), (d) and 

(f)) at different times during the flame-vortex interaction. 
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                             (a)                                                        (b) 

 
                            (c)                                                         (d) 

 
                              (e)                                                         (f) 
 
Figure 8.3. Contours of NO ((a), (c), and (e)) and UHC mass fractions ((b), (d) 

and (f)) at different times during the flame-vortex interaction. 
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  Note that the trends in H2O distribution were found to be similar to those 

in CO2. Figures 8.3(a), (c) and (e), and Figs. 8.3 (b), (d) and (f) show the time 

evolution of the contours of NO (scaled up by 1000) and UHC mass fractions 

during the flame-vortex interaction. NO mass fraction peaks in the Z range of 

0.03-0.08 centered around stoichiometric. Note that following reconnection of the 

diffusion flame, it is expected that peak NO mass fractions would occur in the 

reconnected flame as the pocket becomes fuel-rich. However, in Fig. 8.3(e), we 

observe relatively high concentrations of NO in the pocket in addition to the 

reconnected flame. This may be attributed to unsteady effects associated with 

the relatively slow chemical response times of NO. Essentially, due to rollup of 

the edge flames during reignition into the vortex cores, NO formation is favored in 

the high temperature regions around the oxidizer pocket. As time progresses, 

fuel-rich mixtures are formed in these regions due to partial-premixing, which 

leads to lower temperatures. However, NO does not respond fast enough due to 

relatively slow chemical time scales and hence high concentrations of NO are 

observed even in fuel-rich (Z ~0.08) regions in the vortical pocket (see Fig. 

8.3(e)). The trends in UHC mass fraction shown in Figs. 8.3(b), (d) and (f) are 

similar to those in the mixture fraction. Increasing levels of UHC are seen in the 

reigniting regions due to partial premixing, and in the fuel-rich regions 

surrounding the vortical pocket following the reconnection of the diffusion flame.  

The discussion so far indicates that reignition processes following 

extinction result in a trade-off with respect to flame stability and pollutant 

formation. While reignition is favorable in terms of flame stability, pockets that 

form following reconnection of the diffusion flame may be sources of formation of 

pollutants like CO, NO and UHC. Note that typically in steady diffusion flames at 

relatively low scalar dissipation rates (i.e. far from extinction), NO forms in lean 

(near-stoichiometric) mixtures, whereas CO forms in relatively rich mixtures (Z 

~0.08-0.1). On the other hand, high concentrations of UHC tend to occur in even 

richer (Z > 0.3) mixtures. However, in the present case with unsteady vortex-

perturbed flames, high concentrations of both NO (due to unsteady effects) and 
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CO are observed in fuel-rich regions in the vortical pocket (see Figs.   8.3(e) and 

8.2(f)).  We will investigate how the rate of reignition and product/ pollutant 

formation depend on unsteadiness (vortex velocity) and curvature (vortex length 

scale) in Sections 8.3 and 8.4, respectively.  

To investigate the transient flame structure during extinction and 

reignition, it is useful to introduce the cross-scalar dissipation rate L , defined as 

( )OFZ2 YYDL ∇⋅∇= ,                                                                                            (8.1) 

where FY  and OY  represent the mass fractions of the fuel and oxygen, 

respectively. Also called the flame index (Favier and Versvisch, 2001), L  may be 

used to identify regions with premixed and diffusion modes of combustion. From 

Eq. (8.1), it is clear that L  is positive for the premixed mode while it is negative for 

the diffusion mode. Hence, L  is a useful parameter to identify the mode of 

combustion during transient extinction/reignition. Note that the analysis in terms 

of the flame-index L  can also be performed with the single-step model. Though 

not shown in Chapter 6, we observed trends similar to those discussed below 

with the single-step model as well.  

 
                              (a)                                                          (b) 
Figure 8.4. Flame-index L (s-1) as a function of the Y coordinate along the vertical 
centerline during (a) the extinction phase at t* = 1.4, and (b) the reignition phase 

at t* = 3.5. Mass fractions of fuel ( FY ) and oxygen ( OY ) and the mixture fraction 

( Z ) are shown on the right axis. 
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Figures 8.4(a) and (b) show the variation of L along the vertical centerline 

during extinction and reignition, respectively. The mass fractions of fuel ( FY ) and 

oxygen ( OY ), and the mixture fraction (Z ) are shown on the right-hand side axis. 

In addition, the stZ  value (~ 0.05) is indicated by a dashed line in the figures. At t* 

= 1.4, soon after extinction and at the onset of reignition, we observe strong 

diffusive mode of combustion, indicated by the relatively large negative values of 

L . At t* = 3.5 during the reignition phase, we observe from Fig. 8.4(b) that both 

positive and negative values of L  occur in the reigniting region, indicating a 

mixed or partially-premixed mode of combustion.  

Note that along the vertical centerline (symmetry axis) shown in the 

figures, only the Y derivatives are non-zero in the ∇  operator. It may be deduced 

from Figs. 8.4(a) and (b) that the positive and negative signs of L  are in fact 

consistent with the signs of FY∇ and OY∇ . For instance, consider the variation of 

L  in Fig. 8.4(b). We observe that 0<L  in the region 0.0013<Y<0.00134 since FY  

increases (i.e. FY∇ > 0) and OY  decreases ( OY∇ <0), whereas 0>L  in the region 

0.00142<Y<0.00148 since both FY  and OY  decrease. Moreover, as seen from 

Figs. 8.4(b), there exist premixed regions ( 0>L ) that are flammable ( st~ ZZ ), 

into which the neighboring edge flames can propagate to promote reignition. 

Hence, these observations further confirm that transient reignition and 

reconnection of the diffusion flame evolves through a partially-premixed flame 

structure, and purely diffusion flamelet libraries are not applicable. This was also 

pointed out in Chapters 6 and 7 when the single-step mechanism was employed. 

Moreover, as in the case of the single-step model, it was observed from an 

inspection of various heat fluxes that the lateral diffusion term DELHX makes a 

dominant contribution during reignition in the form of heat addition from the 

neighboring edge flames. Hence, the multi-step chemistry results reveal physical 

mechanisms similar to those from the single-step kinetic model discussed in 

Chapter 6.  
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 As in the case of the flame-vortex studies with the single-step model, we 

have employed fuel a 1000 KT T= =  to match the conditions simulated in the jet 

computed with LES. As discussed in Chapter 7, with lower fuel temperatures 

(~400 K) typical of diesel engine chambers, unsteady extinction limits would be 

greater relative to steady values due to the presence of relatively weaker flames. 

Moreover, steady autoignition limits would be lower due to two-stage ignition 

behavior. However, it is expected that similar to the single-step chemistry cases 

(see Section 7.2), reignition would still occur through edge flame dynamics for 

the present vortex characteristics (i.e. v v,u d ) due to significant excursions of the 

unsteady scalar dissipation rates above the steady limits. For instance, consider 

Figs. 8.5(a)-(d), which show the contours of the lateral (i.e. lateral to the flame 

along the vertical centerline) diffusion term DELHX during the flame-vortex 

interaction from simulations (Venugopal and Abraham, 2008b) employing a lower 

fuel temperature (= 450 K). At the onset of reignition (Fig. 8.5(a)), we observe 

peak values of stχ as much as 15 times eχ , indicating strong effects due to 

unsteadiness.  

Notice from Fig. 8.5(a) that with stronger flames ( K 1000fuel =T ), maximum 

stχ  values are only about 3.5 times eχ . Moreover, Figs. 8.5(b)-(d) reveal similar 

mechanisms for reignition, involving edge flame dynamics, as in the case of 

simulations employing K 1000fuel =T . When K 450fuel =T , greater effects due to 

unsteadiness are observed in the dynamics of the edge flames, where the edges 

withstand rχ  values greater than unity without extinction (see Figs. 8.5(c) and 

(d)). As discussed in our recent publication (Venugopal and Abraham, 2008b), 

this implies that theoretical formulations for the edge flame speed (Santoro et al., 

2000; Herrmanns et al., 2007) that differentiate between positive and negative 

propagation based on eχ  are not applicable. Flow-dependent criteria suitable for 

unsteady flowfields are required. One such criterion is discussed in Section 10.3 

of Chapter 10 focusing on the relevance of the present findings to the modeling 

of diesel jet flames.  
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                            (a) t* = 3.4                                            (b) t* = 4.2 

 
                             (a) t* = 5.3                                            (d) t* = 6.8  
Figure 8.5. Contours of the lateral heat diffusion term DELHX at different times 

during the flame-vortex interaction with K 450fuel =T (Venugopal and Abraham, 

2008b). Isocontours of 05.0=Z  and K 2000=T are shown to indicate the flame-
edge location. 

 
 
 

Hence, while greater unsteady effects are observed in vortex-perturbed 

flames with lower fuel temperatures closer to diesel applications, the physical 

mechanisms for extinction/reignition observed for the present conditions (i.e. 

K 1000fuel =T ) are valid even for localized flame dynamics in diesel chambers. Let 

us now explore the unsteady response of the flame temperature and different 
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species to scalar dissipation rates imposed by the vortex along the vertical 

centerline (diagnostic axis).  

 

Figure 8.8. stT (K) and rχ  as a function of t* along the vertical centerline during 
the flame-vortex interaction.  

 
 
 

Figure 8.6 shows stT  and rχ  as a function of time along the vertical 

centerline. The vortex-perturbed flame is observed to withstand scalar dissipation 

rates higher than the steady limit (i.e. 1r >χ ) during the extinction phase. 

Reignition and subsequent reconnection of the diffusion flame occurs by about 

four eddy turnover times.  The time evolution of the mass fractions of major 

species, i.e. CO2, CO and H2O, and pollutants, i.e. NO and UHC, at the 

stoichiometric mixture fraction along the vertical centerline is shown in Fig. 8.7. It 

is interesting that different species show different levels of sensitivity to the 

imposed scalar dissipation rate. In particular, we observe that NO response is 

relatively weak, even though the temperature varies significantly during extinction 

and reignition. On the other hand, OH shows strong sensitivity, and decreases to 

relatively low values during extinction. Furthermore, while CO2, H2O, OH and NO 
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are observed to decrease during the extinction phase, CO and UHC increase. 

Since peak temperatures shift to richer regions at relatively high values of scalar 

dissipation rates, the increase in CO and UHC may be attributed to normal (i.e. in 

the Y direction) diffusion from richer regions 

 
Figure 8.7. Species mass fraction at the stoichiometric mixture fraction as a 
function of t* along the vertical centerline during the flame-vortex interaction.  

 
 

 

Notice in Fig. 8.7 that UHC responds much faster to the vortex 

perturbation as compared to NO. For instance, Fig. 8.7 shows that while the NO 

mass fraction falls only by 20 % during the extinction phase due to relatively slow 

chemical time scales, UHC mass fraction increases by as much as an order of 

magnitude. Similarly, during reignition, in spite of the significant overshoot during 

extinction, the UHC mass fraction rapidly decreases to values comparable to 

those in the unperturbed flame, whereas NO gradually recovers to its initial 
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value. These disparities in the response time scales can lead to trade offs 

between NO and UHC, which we will discuss in detail in Chapter 9. 

The unsteady response of the species to scalar dissipation can be 

correlated to the characteristic chemical time scales. Here, the chemical time-

scale ckτ of species k is computed as 

ρ
τ mixck1

ck

MWw ⋅
=− &

,                                                                                              (8.2) 

where ckw& is the net molar chemical production rate of species k, mixMW  is the 

mixture molecular weight, and ρ  is the mixture density. Note that the definition in 

Eq. (8.2) is similar to the chemical time-scale defined in the flame-vortex 

simulations of Safta and Madnia (2004) with a single-step kinetic model.  

 
Figure 8.8. Chemical and scalar dissipation rates (s-1) at the stoichiometric 

mixture fraction along the vertical centerline as a function of t* during the flame-
vortex interaction.  
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Figure 8.8 shows the chemical rates (i.e. 1

ck

−τ ) of different species and 

stχ as a function of t* along the vertical centerline during the flame-vortex 

interaction. Note that the ratio of 1

ck

−τ  to stχ defines a Damköhler number kDa for 

species k. The chemical rates initially increase as the mixing rate (i.e. stχ ) 

increases, but decrease thereafter due to the drop in temperature. By t* = 2, the 

net chemical production rates for the major species, i.e. CO2, CO and H2O, 

become comparable or lower than the scalar dissipation rate, indicating 

Damköhler numbers 1≤kDa , and the onset of extinction. During reignition, the 

chemical rates gradually recover back to values comparable to those in the initial 

unperturbed flame.  

We notice in Fig. 8.8 that the chemical rate of NO is much lower than stχ , 

indicating chemical time scales much longer than the imposed flow time-scale. 

Hence, as observed in Fig. 8.7, NO response is relatively weak due to its inability 

to adjust to rapid changes in the mixing rate. On the other hand, the other 

species including UHC show much higher chemical rates (or shorter chemical 

time scales), and hence respond faster to the vortex-induced perturbation. We 

will explore the chemical response of species to unsteady scalar dissipation rates 

in detail in Chapter 9. In the sections that follow, effects due to unsteadiness and 

curvature on the rate of extinction/reignition and product/pollutant formation are 

assessed.  

Table 8.1 shows the simulated cases.  In Table 8.1, rτ  is the time-scale 

ratio, defined as 

v

c
r τ

τ
τ = ,                                                                                                             (8.3) 

where cτ  is the characteristic chemical time-scale, and vτ  is the vortex (or eddy) 

turnover time (= vv / ud ). Following Versvisch and Poinsot (1998), we choose cτ  

as 

1

ec

−= χτ ,                                                                                                            (8.4) 
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which corresponds to an extinction Damköhler number of unity. The relatively 

large values (O (102)) of rτ  for the simulated cases indicate interactions of 

relatively weak (or strained) flames with strong vortices. Note that rτ  is the 

inverse of the vortex Damköhler number vDa  introduced in Eq. (7.3), and hence 

represents the normalized global strain rate (= vv / du ) induced by the vortex. In 

Table 8.1, with respect to the baseline case discussed in this section, Case A 

represents a slower vortex simulation to explore effects due to unsteadiness, 

while Case B represents a smaller vortex simulation to investigate curvature 

effects on the flame-vortex interaction. 

 Table 8.1 Simulated cases 

Case 
rl  rτ  vRe  

Baseline 1.5 167 540 

A 1.5 74 240 

B 0.75 333 270 

8.3. Effects due to Unsteadiness 

In this section, we will compare the flame temperature and species 

response for the baseline case and Case A (see Table 8.1) to explore effects due 

to unsteadiness on the flame-vortex interaction.   

Figure 8.9 compares the temperature stT  at stoichiometric mixture fraction 

as a function of rχ  along the vertical centerline for the baseline case and Case A. 

We observe that the slower vortex (Case A) induces lower magnitudes and rates 

of variation of rχ , which in turn results in longer time scales for extinction and 

reignition. These trends are qualitatively consistent with those observed with the 

single-step kinetic model in Chapter 7 (see Section 7.2). Moreover, the lower 
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values of rχ  and greater residence times for the flame-vortex interaction with the 

slower vortex (Case A) would result in greater flame rollup and burned area.  

 

Figure 8.9. stT (K) and rχ  as a function of t* along the vertical centerline during 
the flame-vortex interaction for the baseline case and Case A. 

 
 
 

To confirm this trend, consider Fig. 8.10 that shows the burned and 

premixed areas for the baseline case and Case A as a function of time. Note that 

the burned area in Fig. 8.10 is computed as the total computational cell area with 

temperatures above 1500 K, and the premixed area is the burned area (i.e. area 

with K 1500>T ) with a positive value of the flame-index (i.e. 0>L ). Though the 

choice of the temperature cut-off of 1500 K is arbitrary, it is useful to compare 

trends across the range of simulated conditions. Figure 8.10 shows that the 

slower vortex (Case A) leads to a larger burned area, and somewhat larger 

premixed area owing to longer residence times for the flame-vortex interaction. 
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Hence, the slower vortex results in greater flame roll up and burned area, but 

lower rates of extinction and reignition. 

 

Figure 8.10. Burned and premixed areas as a function of time for the baseline 
case and Case A.  

 
 
 

Figures 8.11(a)-(d) shows the total density (=∑ kYρ ) of CO2, CO, NO and 

UHC, respectively, in the computational domain as a function of time. While the 

slower vortex results in a higher rate of formation of CO2 (about 12 %) and NO 

(about 14%), the formation rates of CO and UHC are about the same for both the 

cases. Moreover, note that the overall change in total UHC concentration due to 

the vortex interaction for both cases is relatively small (< 5 %). Essentially, pure 

fuel, which is relatively dense and occupies about half of the computational 

domain, contributes towards UHC concentration. Hence, the relatively small 

vortices employed here do not significantly alter total UHC concentrations. On 

the other hand, CO2 and NO are predominantly formed in the near-stoichiometric 

and high temperature (>2000 K) regions, and hence the increase in the total 
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concentrations of these species for Case A is attributed to the increase in flame 

rollup and burning area due to longer residence times (see Fig. 8.10). To clarify 

the trends with respect to formation of CO and UHC, let us consider the CO and 

UHC spatial distribution in the vortex-perturbed flame for the two cases at a given 

time-instant, for instance t* = 4.3.   

 

                                   (a)                                                          (b) 

 
                                   (c)                                                           (d) 
Figure 8.11. Total density (kg/m3) as a function of time for the baseline case and 

Case A, (a) CO2, (b) CO, (c) NO, and (d) UHC. 
 
 
 

Instantaneous contours of UHC mass fraction at t*= 4.3 for the two cases 

are compared in Figs. 8.12 (a) and (b). We observe much lower values of rχ  in 



www.manaraa.com

 

 

209

the reconnected flame with the slower vortex, indicating lower mixing rates. This 

leads to a thicker vortex-perturbed diffusion layer for UHC, which is discernible in 

the contours shown in Figs 8.12(a) and (b). Note that higher rates of partial-

premixing (creating rich fractions) due to the faster vortex (baseline case) leads 

to higher UHC concentrations along the vertical centerline at t* = 4.3, but this 

effect is offset by the presence of a relatively thin and strained diffusion layer. 

Hence, the overall effect is similar UHC concentrations for both the cases.  

 
                               (a)                                                           (b) 
Figure 8.12. Contours of UHC mass fraction at t* = 4.3 during the flame-vortex 

interaction for (a) the baseline case, and (b) Case A.  
 
 
 

The compensatory effects of partial-premixing and straining are also 

evident in the instantaneous contours of CO mass fraction, shown in Figs. 

8.13(a) and (b) for the baseline case and Case A, respectively, at t* = 4.3. We 

observe that for the baseline case (faster vortex), higher mixing rates create 

flammable and rich fractions (for e.g. 15.0=Z  as shown in the figures) in the 

vortical pocket where CO can form, but also lead to thinner and relatively 

strained diffusion layers. On the other hand, the slower vortex (Case A) results in 

lower rates of partial-premixing but relatively thicker diffusion layers. We will now 

explore the effects due to curvature (vortex length-scale) on the rates of 

extinction/reignition and product/pollutant formation. 
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Figure 8.13. Contours of CO mass fraction at t* = 4.3 during the flame-vortex 

interaction for (a) the baseline case, and (b) Case A.   

8.4. Effects due to Curvature 

To assess effects due to curvature, let us compare the results for the 

baseline case ( 5.1r =l ), and Case B with a smaller vortex ( 75.0r =l ), while 

maintaining the velocity-scale constant. These rl  values were chosen to simulate 

vortices larger (baseline, 0.1r >l ) and smaller (Case B, 0.1r <l ) than the local 

diffusion layer thickness. With respect to the local length scales in the jet, the 

baseline and Case B vortices are sized about 0.36 and 0.18 times the integral 

length scale ( 11L ) and about 3 and 1.5 times the Taylor length scale (λ ), 

respectively. Hence, the selected vortices represent inertial scales in the 

turbulent jet. Recall that a wider range of length scales from about 0.72 11L down 

to about 0.75λ  was simulated with the single-step model (see Sections 7.3 and 

7.4). Based on the correspondence observed here between the single-step and 

multi-step kinetic models with respect to physical mechanisms, it is expected that 

the trends reported in Chapter 7 with respect to unsteady and curvature effects 

for the wider range of length scales would be valid with the multi-step kinetic 

model as well. We observe from Table 8.1 that when reducing the vortex size for 
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the same velocity-scale, the time-scale ratio rτ  and the vortex Reynolds 

number vRe decrease. 

 

Figure 8.14. stT (K) and rχ as a function of t*
1 along the vertical centerline during 

the flame-vortex interaction for the baseline case and Case B.  
 
 
 

Figure 8.14 shows stT  and rχ  as a function of time along the vertical 

centerline during the flame-vortex interaction for the baseline case and Case B. 

Note that as in Chapter 7 (see Section 7.3), t*1 represents the physical time 

elapsed normalized by the turnover time-scale for the baseline vortex for both 

cases, and hence essentially equivalent to the actual time. We observe from Fig. 

8.16 that the smaller vortex (Case B) results in shorter time scales for extinction 

and reignition, in qualitative agreement with the single-step model results 

discussed in Section 7.3. Moreover, as in the single-step chemistry case, 
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employing a smaller vortex results in a higher rate of increase of rχ  due to 

hydrodynamic effects (i.e. sharper velocity gradients) during the extinction phase, 

which leads to faster reignition. Moreover, stronger flame-flame interactions due 

to the vortex-induced curvature lead to faster reignition following extinction.  

To quantify the effect of the vortex length-scale on flame rollup, consider 

the time-evolution of the burned ( K 1500>T ) and premixed ( K 1500>T and 

0>L ) areas for the baseline case and Case B, shown in Fig. 8.15. As expected, 

the larger vortex (baseline case) causes a greater rollup and burned area, and a 

greater fraction of this burned area is premixed for the baseline case. Essentially, 

flame-flame interactions prevent rollup of the edge flames in the case of the 

smaller vortex (Case B), but lead to faster reignition and reconnection of the 

diffusion flame.  

 
Figure 8.15. Burned and premixed areas (mm2) as a function of t* for the 

baseline case and Case B. 
 
 
 

The total densities of the major species CO2 and CO, and pollutants NO 

and UHC, are shown as a function of time in Figs 8.16(a)-(d). Note that the 

simulated time of about 0.15 ms represents a much longer non-dimensional time 
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(t*) for Case B (smaller vortex) since the turnover time-scale teddy (= vv / ud ) is 

about half as compared to the baseline case.  As indicated before, the total UHC 

concentration shows a relatively small change due to the vortex interaction for 

both the baseline case and Case B.   

 
                                    (a)                                                           (b) 

   
                                 (c)                                                               (d) 
Figure 8.16. Total density (kg/m3) as a function of time for the baseline case and 

Case B, (a) CO2, (b) CO, (c) NO, and (d) UHC. 
 
 
 

From Figs. 8.16(a)-(d), we observe a higher rate of formation of CO2, CO 

and NO for the baseline case (larger vortex), while the change in UHC 

concentration in the domain due to the vortex interaction is within 5% for both 
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cases. The decrease in the total concentrations of CO2 and NO from the baseline 

case to Case B is consistent with the decrease in flame rollup and burning area, 

as shown in Fig. 8.15. To clarify the trends with respect to the formation of CO, 

let us consider the spatial distribution of CO in the vortex-perturbed flame for the 

baseline case and Case B at a given time-instant, for instance, t* = 4.68.  

 

 
                              (a)                                                           (b) 
Figure 8.17.  Contours of CO mass fraction at t* = 4.68 during the flame-vortex 

interaction for (a) the baseline case, and (b) Case B. 
 
 
 

Figures 8.17(a) and (b) shows the instantaneous contours of CO mass 

fraction during the flame-vortex interaction at t* = 4.68 for the baseline case and 

Case B, respectively. Note that since t* = 4.68 represents a longer physical time 

interval in the case of the larger vortex (baseline case) and both vortices have 

the same initial velocity-scale, the larger vortex has reached a higher Y position 

as compared to the smaller vortex. We observe from Figs. 8.17(a) and (b) that 

CO predominantly forms in the fuel-rich vortical pocket surrounding the 

reconnected flame. Hence, the larger vortex leads to higher total concentrations 

of CO. However, higher peak concentrations of CO are seen for Case B (smaller 

vortex) at t* = 4.68 due to locally richer fractions caused by relatively high partial-

premixing rates. Moreover, the reconnected flame is relatively thinner in the case 
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of the smaller vortex (Case B) due to higher scalar dissipation rates (see Figs. 

8.17 (a) and (b)), which also contributes towards lower total concentrations of 

CO.  Furthermore, since CO2 and NO form predominantly in the reconnected 

flame, presence of thicker flames in the larger vortex (baseline vortex) results in 

higher total concentrations of these species relative to Case B.  

  From the discussions so far on the effects of unsteadiness and curvature, 

it can be concluded that it is beneficial to have high rates (higher velocity scales) 

of fine-scale (smaller length scales) mixing with respect to both flame-stability 

(rate of reignition) and pollutant (NO) formation. Moreover, the results show that 

the global mixing rate induced by the vortex (= vv / du ) is a direct measure of the 

rates of extinction and reignition. For instance, the rate of reignition decreases for 

case A relative to the baseline case due to a decrease in. vv / du , and vice-versa 

for Case B relative to the baseline case. Note, however, that these trends 

correspond to localized flame dynamics in a jet flame, and consider the isolated 

effect of a single length-scale (or a turbulent eddy) on the flame structure. 

Simultaneous interactions of the flame with a spectrum of vortices of varying 

length and velocity scales may alter the rates of extinction/reignition and 

product/pollutant formation. In Chapter 9, we will address this issue in part by 

investigating the response of diffusion flamelets to turbulent time records of the 

scalar dissipation rate obtained from LES, which may be viewed as simultaneous 

effects of a spectrum of length scales. These investigations will provide useful 

insights into the probability of extinction/reignition events in a turbulent jet flame.  

8.5. Summary and Conclusions 

In this chapter, results from flame-vortex interaction studies employing a 

multi-step chemical kinetic model for n-heptane oxidation were discussed. The 

kinetic model chosen was the skeletal mechanism developed by Peters et al. 

(2002), which comprises 34 species among 56 reaction steps. In Chapter 4, this 

mechanism was validated for the prediction of non-premixed flame structure, 
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extinction, and partially-premixed flame structure through comparison with 

available experimental data at 1 bar. The effects of unsteadiness (vortex velocity-

scale) and curvature (vortex length-scale) on the rates of extinction/reignition and 

product/pollutant formation were investigated. Qualitative comparisons were 

presented with the results obtained in Chapters 6 and 7 with a single-step 

mechanism. The characteristics of the simulated vortices and diffusion layers 

(scalar dissipation rates) were chosen to correspond to mean statistics computed 

with LES at the jet axial location, x/d = 12, in the radial region 0≤  r/d ≤1.5.  

Results showed that the physical mechanisms of extinction and reignition 

were qualitatively similar to the single-step kinetic model results discussed in 

Chapter 6. In particular, extinction was characterized by unsteady effects, and 

unsteady extinction limits as much as three times the steady values were 

observed due to relatively large values of the chemical-to-vortex time scale ratios 

(~O (102)). Moreover, reignition occurred following extinction due to flame-flame 

interactions between edge flames aided by the vortex-induced curvature. 

Examination of the flame-index ( L ) in the extinguishing/reigniting regions 

revealed a diffusive mode of combustion during the extinction phase, which 

transitions to a partially-premixed mode during reignition and subsequent 

reconnection of the flame. Effects of unsteadiness (vortex velocity-scale) on the 

rates of extinction/reignition and product/pollutant formation were assessed. 

Consistent with the single-step model results discussed in Section 7.2, 

decreasing the vortex velocity scale resulted in lower unsteady extinction limits, 

and longer time scales for extinction and reignition. To investigate the effects due 

to curvature (vortex length-scale) on the rates of extinction/reignition and 

product/pollutant formation, simulations with 5.1r =l (baseline) and 75.0r =l (Case 

B) were compared. The smaller vortex was found to result in shorter time scales 

for extinction owing to higher rates of increase of scalar dissipation rates 

(hydrodynamic effects), and shorter time scales for reignition due to stronger 

curvature effects and flame-flame interactions. These trends were consistent with 

the single-step model results discussed in Section 7.3. Since the single-step and 
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multi-step kinetic models reveal similar mechanisms, the qualitative conclusions 

drawn in Chapters 6 and 7 regarding the effects of unsteadiness and curvature 

on the localized flame dynamics at different locations in the LES jet near field are 

expected to be valid in general for the simulated conditions.  

Moreover, in the flame-vortex studies presented here with multi-step 

chemistry, we considered relatively high fuel temperatures ( K 1000fuel =T ) that 

resulted in relatively strong flames. Based on our recent studies employing the 

56-step mechanism (Venugopal and Abraham, 2008b), it was shown that with 

lower fuel temperatures (~ 400 K) typical of diesel engine conditions, greater 

unsteady effects leading to higher unsteady extinction limits relative to steady 

values would be observed. Moreover, due to large excursions of the unsteady 

scalar dissipation rates above the steady values, the physical mechanisms of 

reignition for conditions closer to diesel chambers are governed by edge flame 

dynamics as in the case of the studies reported in this chapter with a higher fuel 

temperature (= 1000 K). Hence, the physical mechanisms of extinction/reignition 

observed with the present choice of vortex and flame characteristics are valid 

even under conditions (i.e. lower fuel temperatures) closer to practical diesel 

engines.   

Investigation of the spatio-temporal evolution of major combustion 

products, such as CO2 and CO, and pollutants like NO and UHC, showed 

interesting trends. With respect to major species, while CO2 spatial distribution 

closely correlated with that of the temperature, CO was found to predominantly 

form in rich mixtures, and in the vortical pocket during the later stages of the 

flame-vortex interaction. The interaction of the flame with a slower vortex resulted 

in greater roll up of the edge flames due to lower scalar dissipation rates, and 

larger burned and premixed burned areas due to longer residence times. 

Consequently, total CO2 concentration was found to increase as the vortex 

velocity was decreased. On the other hand, the total CO concentration was 

predicted to be about the same for the baseline case and the slower vortex 

(Case A). This similarity was attributed to compensatory effects of partial-
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premixing that creates rich fractions in the vortical pocket (thereby increasing 

total CO), and straining that leads to thinner diffusion layers and reconnected 

flames (thereby decreasing total CO). With respect to curvature (vortex length 

scale) effects, mutual interactions between the edge flames prevented flame 

rollup in the case of the smaller vortex (Case B), thereby decreasing the burned 

and premixed burned areas. Consequently, the total concentrations of CO2 were 

found to decrease as the vortex length-scale was decreased. Furthermore, 

presence of a smaller fuel-rich pocket (where CO predominantly forms) and 

relatively thinner reconnected flames (due to higher scalar dissipation rates) 

resulted in lower total concentrations of CO with the smaller vortex. 

With respect to pollutants NO and UHC, the characteristic chemical 

response times ( ckτ ) were found to be significantly different. In particular, NO 

was associated with relatively slow response times, and showed a relatively 

small decrease (about 20 %) during the extinction phase, and a gradual recovery 

during reignition. On the other hand, UHC responded much faster to the vortex-

induced perturbation, and increased as much as 10 times during extinction and 

rapid relaxed to the initial values during reignition. Trade-offs between NO and 

UHC formation will be discussed in detail in the next chapter. Moreover, peak 

concentrations of NO occurred both in the reconnected flame and the pocket. 

The occurrence of relatively high concentrations of NO in the pocket (with rich 

mixtures, 08.0~Z  and K 2000~T ) could be associated with unsteady effects due 

to relatively slow chemical response times. Trends in UHC spatial distribution 

were similar to those in the mixture fraction, and partial-premixing in the wake of 

the vortex-induced flow in the reigniting regions resulted in relatively rich mixtures 

( 1.0>Z ) and UHC-formation. With respect to effects due to unsteadiness, as in 

the case of CO2, the total NO concentration was found to increase with a 

decrease in the vortex velocity-scale due to increase in burned areas and 

residence times. In addition, the total concentration of NO was found to decrease 

as the vortex size was decreased, primarily due to relatively thinner diffusion 

layers. Due to the relatively small vortices employed in the present studies, the 
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changes in the total UHC concentrations in the computational domain showed 

relatively small changes (< 5 %) because of interactions with the vortices.  

In summary, the results presented in this chapter complement those 

observed with the single-step kinetic model in Chapters 6 and 7, and provide 

additional insights into the effects of unsteadiness and curvature on the response 

of major species and pollutants. The flame-vortex studies with both single-step 

and multi-step kinetic models indicate that local extinction, reignition and pocket 

formation are likely regimes of localized flame dynamics in the LES jet near field. 

It is important to note that the trends with respect to the rates of 

extinction/reignition and product/pollutant formation reported in the studies 

presented in Chapters 7 and 8 correspond to interactions of isolated vortices (or 

eddies) with flames. Repeated interactions with a spectrum of length scales may 

alter the rates of extinction/reignition and product/pollutant formation, and 

probabilities of these scenarios. We will address the simultaneous effects of a 

spectrum of length scales in part by exploring the response of flamelets to 

turbulent fluctuations (due to a spectrum of length scales) of the scalar 

dissipation rate in the next chapter. Moreover, the flame-vortex studies indicate 

that extinction/reignition phenomena are associated with unsteady effects, which 

significantly alter the instantaneous temperature and species response relative to 

a steadily-strained flame. To assess unsteady effects and the validity of steady 

flamelets in detail, we will investigate the response of diffusion flamelets to 

unsteady scalar dissipation rates obtained from the LES jet flowfield in the next 

chapter.  
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CHAPTER 9. UNSTEADY RESPONSE OF DIFFUSION FLAMELETS 

9.1. Introduction 

In Chapters 6-8, the dynamics of flames interacting with an isolated vortex 

was studied for a range of non-dimensional parameters encountered in the near-

field of a 70,000-Re jet. Extinction and reignition were shown to be outcomes of 

such interaction, and their occurrences were controlled by different physics.  In 

reality, the flame is likely to be impacted by a series of vortices.  As shown in the 

previous chapters, the straining effect caused on the flame by the vortex may be 

characterized by the scalar dissipation rate. To provide insight into the likely 

series of events when a series of vortices interact a flame, in this chapter, we will 

investigate the unsteady response of diffusion flamelets to oscillations and 

fluctuations of the scalar dissipation rate. The perturbations employed are 

obtained from the analysis of the unsteady LES flowfield at different jet locations. 

Using a detailed chemical kinetic mechanism for n-heptane oxidation, the 

unsteady responses of the flame temperature, major species like CO2, H2O and 

CO, and pollutants like NO and UHC are studied. While the oscillatory 

perturbation is associated with a specific amplitude and frequency, the turbulent 

time-records of scalar dissipation rates represent the simultaneous effects due to 

a spectrum of length scales. These studies will provide insights into the nature of 

extinction and reignition phenomena in turbulent flowfields, and possible 

implications for associated phenomena such as flame lift-off.  

The numerical methodology is discussed in Section 9.2, following which 

results from studies employing an oscillatory scalar dissipation rate perturbation 

are presented in Section 9.3. In Section 9.4, the response of flamelets to 

turbulent time histories of scalar dissipation rates obtained from the LES flowfield 
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is investigated. In both sets of studies, the applicability of steady flamelet libraries 

to predict the temperature and species responses is assessed. An outcome 

diagram representing the observed unsteady response regimes is discussed in 

Section 9.5. The chapter closes with summary and conclusions in Section 9.6.  

9.2. Numerical Methodology 

To compute the transient structure of laminar diffusion flamelets, we 

employ the 1-D flame code discussed in Section 4.3 that solves the unsteady 

flamelet equations in mixture fraction (Z ) space, with the assumption of unity 

species Lewis numbers (see Eqs. (4.14) and (4.15)). These equations are 

repeated here for reference: 
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where h  is the mixture sensible enthalpy, ρ is the mixture mass density, iY , iw&  

and 0

ih  are the mass fraction, chemical production/destruction rate and standard 

specific enthalpy of species i , respectively, and n  is the total number of species. 

In Eqs. (9.1) and (9.2), χ  is the instantaneous scalar dissipation rate, which is 

assumed to depend on Z according to the relation (Peters, 1984) 

-1 2

st

-1 2

st

χ exp{-2[erfc (2Z)] }
χ =

exp{-2[erfc (2Z )] }
,                                                                                (9.3) 

where stχ  is the instantaneous scalar dissipation rate at the stoichiometric 

mixture fraction stZ . Note that the functional form assumed in Eq. (9.3) is valid for 

both steady diffusion flames and unsteady mixing layers (Peters, 2000).  

 The governing equations are discretized in Z  space using 102 grid points. 

The grid is significantly stretched about stZ  to achieve good resolution (about 12 

grid points in a 10% thickness about stZ ) in the flame zone. We have verified that 

this grid is adequate to obtain grid-independent results. Spatial discretization is 
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achieved through 2nd-order central differences while 1st-order backward temporal 

discretization is employed. Chemical kinetic source terms are computed through 

an interface with CHEMKIN (Kee et al., 1999) subroutines. The resulting 

discretized equations are solved using the Thomas algorithm.  

We describe n-heptane oxidation chemistry through a kinetic mechanism, 

developed by Seiser et al. (2000), incorporating 159 species among 1540 

reaction steps.  Seiser et al. showed that the 1540-step mechanism predicts 

autoignition delay times and extinction strain rates in good agreement with the 

comprehensive mechanism of Curran et al. (1998). In addition, we have 

employed this mechanism in prior studies on autoignition (Gopalakrishnan and 

Abraham, 2002) and extinction (Venugopal and Abraham, 2007a) in diesel jet 

flames. The NO sub-mechanism from GRIMECH 3.0 is employed to describe NO 

formation.  

The simulated pressure is 40 bar. We consider pure n-heptane on the 

fuel-side ( 1=Z ) at 1000 K, and 15 % O2 + 85 % N2 in molar composition on the 

air-side ( 0=Z ) at 1000 K, which match the conditions employed for the LES. We 

will show in Section 9.3.1 that using K 1000af == TT  leads to a S-curve response 

without any bifurcation between the steady ignition ( igχ ) and the steady 

extinction limits ( eχ ). Hence, we will use eχ to represent the characteristic 

chemical time-scale of the flame. Note that with lower fuel temperatures (~ 400 

K) typical of diesel applications, igχ  and eχ may be distinct. We will indicate the 

implications of this distinction between the ignition and extinction limits for 

unsteady extinction/reignition in Section 9.3.2. For the studies, discussed in 

Section 9.3, involving an oscillatory perturbation, stχ  serves as an input, and 

varies temporally according to 

( )( )ft-Xχ π2cos1st = ,                                                                                         (9.4) 

where X  is the amplitude, and f  is the frequency. Note that the form of the 

perturbation in Eq. (9.4) ensures a gradual increase from 0 to X  in an interval of 

2/oT , where oT  is the time-period of oscillation. In addition, we begin with a 
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steady flame established at the initial value of stχ (i.e. 0st =χ ), and then impose 

the perturbation. The following two non-dimensional numbers are employed to 

characterize the unsteady flame response: 

1. Amplitude ratio AR : Based on X  and eχ , we can define an amplitude 

ratio AR   as
eX/χAR = . We consider values of AR  in the range of 1.0-4.0. AR  may 

also be interpreted as the inverse of a mixing time-scale mτ .  

2. Time-scale ratio TR : Based on a characteristic chemical time-scale cτ   for 

the flame, and the frequency of the perturbation f , we can define a time-scale 

ratio TR  as fτTR c= . We employ two definitions: 1

ec1

−= χτ (Versvisch and Poinsot, 

1998), and ( ) e

2

st

2

stc2 1 / χZZτ −= , based on the flame time of a stoichiometric 

premixed flame, as discussed by Peters (2000). For the conditions employed 

here, 046.0st =Z  and eχ  is about 500 s
-1 (as discussed in Section 9.3.1). This 

leads to c1τ  and c2τ  of about 2 ms and 0.004 ms, respectively. In other words, the 

frequencies based on these times, c1f  and c2f , are about 0.5 KHz and 250 KHz, 

respectively. Here, we will consider values of f  in the range of c1 c2f f− . In our 

discussion, we will use values of TR  based on c1c ττ = . This gives a range of 1.0-

500 for TR . Note that since f  is the inverse of the residence time rτ ,  TR  

represents the relative magnitude of cτ  with respect to rτ . Furthermore, we will 

show that some of the values of AR and TR  simulated here lie in the range 

expected in the jet near-field.  

In Section 9.4, we will discuss the response of flamelets to turbulent 

fluctuations in the scalar dissipation rate. The turbulent time records are 

generated by Lagrangian-type tracking of flamelets (i.e. stoichiometric 

isocontours) in time and space across the LES jet flowfield. To track a flamelet 

originating from a given axial location, the following algorithm is employed. At a 

given time instant, the stoichiometric mixture fraction isocontour is computed as 

( )n

f

nn

f xfr = ,                                                                                                       (9.5) 
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where n

fr  and 
n

fx  represent the radial and axial locations of the flamelet at the n
th 

time-level, respectively. Moreover, the instantaneous scalar dissipation rate n

stχ at 

a given time-level and axial location is estimated as 

st

n

st χχ = ,                                                                                                         (9.6) 

where 
st

χ is the conditional mean scalar dissipation rate conditioned on the 

stoichiometric mixture fraction, computed using Eq. (5.18). As discussed in 

Chapter 5, 
st

χ accounts for subgrid fluctuations (through a presumed subgrid 

PDF of the mixture fraction), and hence an appropriate input for the flamelet 

computations (Peters, 2000). Note that n

fr  is computed as a number average of 

all radial distances with st st0.05Z Z Z= ±% at a given axial location n

fx . At the next 

time-level, the x -displacement of the flamelet is computed as 

tuxx ∆⋅+=+ n

f

n

f

1n

f
~ ,                                                                                              (9.7) 

where n

f
~u  is the instantaneous axial velocity at the stoichiometric mixture fraction 

at a given axial location (computed as a number average over st st0.05Z Z Z= ±%  

similar to n

fr ). Once 
1n

f

+x is known, 1n

f

+r can be computed from the stoichiometric 

contour at the n+1 time-level as 

( )1n

f

1n1n

f

+++ = xfr .                                                                                                 (9.8) 

In addition, 1n

st

+χ  can be estimated using Eq. (9.6) for the n+1 time-level.  

Note that flamelets that originate at different axial locations in the jet (i.e. 

with different 0

fx ) will be subjected to different scalar dissipation rate histories as 

they traverse through the jet. In the present case, we generate 10 representative 

flamelet histories spanning a time-interval of 3.5 ms (about 6 flow times in the jet, 

where one flow time = injdomain /UL ) and the region 20/6 << dx . For instance, 

consider Fig. 9.1, which shows the computed paths of three flamelets originating 

at x/d = 6 (flamelet 1), 7.25 (flamelet 5) and 11 (flamelet 10). Furthermore, the 

flamelets are tracked in time at intervals of 0.01 ms for a period of about 3.5 ms.  
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Figure 9.1. Paths of three flamelets originating at different axial locations in the 
LES jet flowfield. 

 
Figure 9.2. stχ (s-1) time histories of three flamelets originating at different axial 

locations in the LES jet flowfield.  
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Figure 9.2 shows the time histories of the conditional stoichiometric scalar 

dissipation rate stχ (see Eq. (5.18)) corresponding to the three flamelets. The 

differences in the time histories illustrate the unsteady and intermittent nature of 

the turbulent jet. We observe that while the flamelet originating at an upstream jet 

location (i.e. flamelet 1) is subjected to a relatively large number of peaks in stχ , 

the downstream flamelets predominantly encounter relatively low values. Recall 

from Chapter 5 (Section 5.3.2) that we observed similar trends in the mean 

filtered ( χ ) and conditional ( Zχ ) scalar dissipation rates in the jet near-field, 

which were found to decrease with axial location in the jet. The response of 

diffusion flamelets to 10 representative flamelet histories generated from the jet 

flowfield will be discussed in Section 9.4.  

In Fig. 9.1, we observe that the stoichiometric contours traverse radial 

locations, which are relatively far from the jet centerline (i.e. r/d > 1.0). However, 

as indicated before, we are tracking only an average stoichiometric location (i.e. 

averaged over all the radial locations with st st0.05Z Z Z= ±% ) at each axial position 

in the jet. There would be stoichiometric regions close to the jet centerline in the 

unsteady LES flowfield, which may be associated with stronger stχ  fluctuations 

than those observed in Fig. 9.2. These stronger fluctuations may result in 

unsteady extinction/reignition close to the jet centerline. Note that in order to 

track all the individual instantaneous stoichiometric contours in the jet near-field, 

we would require higher spatial and temporal resolution than that employed here. 

Recall from Chapters 6 and 7 that the flame-vortex interaction studies indicated 

that local extinction/reignition events are probable in the 70,000-Re jet near-field 

in regions close to the jet centerline (i.e. r/d < 1.5). Hence, though the unsteady 

flame-response to turbulent fluctuations of stχ  in stoichiometric regions close to 

the jet centerline is not simulated here, these flame-response regimes are likely 

to involve unsteady extinction/reignition, as shown in the flame-vortex 

simulations. Moreover, employing the 1-D flamelet formulation in the average 

stoichiometric locations (i.e. r/d > 1.0) is consistent with the expected trends from 
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flame-vortex interactions, which indicated decreasing curvature effects at farther 

radial locations due to relatively large values of rl (> 4.0).  

In the section that follows, we present results from studies employing an 

oscillatory flow perturbation that represents a specific amplitude and frequency.  

9.3. Oscillatory Perturbation Studies 

As a first step towards understanding unsteady flame response, we 

consider a simpler and well-defined form of perturbation given by Eq. (9.4). 

Before we proceed to the discussion of the effects of oscillation frequency and 

amplitude on the temperature and species response, let us first consider the 

steady response of the flame, and quantify the steady extinction characteristics.  

9.3.1. Steady Flame-response 

Figure 9.3 shows the temperature stT  and chemical heat release rate stQ  

at stZ  as a function of stχ . As expected, stT  decreases as stχ  increases due to 

the diffusive loss of heat and radicals to richer and leaner fractions. Notice that 

stQ  increases initially, up to about 75st =χ s-1, as a result of enhanced mixing, but 

decreases thereafter due to the opposing effect of decreasing flame 

temperatures. These trends are in agreement with asymptotic theory predictions 

(Williams, 2000). Notice that due to relatively shallow temperature gradients 

close to extinction, the flame becomes increasingly insensitive to large values of 

stχ (>  300 s-1).  

In this work, we define the extinction point as the value of stχ  at which the 

frozen solution ( K 1000ast ==TT ) is reached. From Fig. 9.3, stT  is within 3 % of 

1000 K at 500st =χ  s-1, and the maximum temperature (at 3.0~Z ) was found to 

be within 8 % of aT . Here, we will assume this condition to be close enough to the 

frozen solution, and hence choose 500e =χ  s-1. It is realized that this is 
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somewhat arbitrary, and one may choose even higher values to reach closer to 

frozen flow. Furthermore, alternative criteria for the determination of eχ  can also 

be employed, for instance, the turning point of stQ  (Oh et al., 2004), which 

corresponds to 75st =χ  s-1 in Fig. 9.2. In the present case with K 1000afuel == TT , 

these two criteria yield significantly different values. This will change the range of 

non-dimensional numbers AR  and TR  discussed before, but not the underlying 

physical mechanisms for unsteady extinction/reignition. Note that the single-step 

kinetic model employed for the flame-vortex studies discussed in chapters 6 and 

7 also yields 500e =χ  s-1. Now, we will investigate the unsteady flame response 

as a function of imposed oscillation frequency and amplitude. 

 

Figure 9.3.  stT  (K) and  stQ  (W/m3) as a function of stχ  (s-1) from steady flamelet 

solutions. 
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9.3.2. Unsteady Flame-response: Influence of Frequency 

As mentioned before, we begin with the steady flamelet solution 

corresponding to 0st =χ , which matches the initial value of stχ  imposed by the 

perturbation (see Eq. (9.4)). This avoids any sudden or step changes in the flame 

response. The stoichiometric Z  location (=0.046) is chosen as the diagnostic 

point.  

Figure 9.4 shows stT  and the scalar dissipation ratio rχ (= est / χχ ) as a 

function of time normalized by the time-period oT  of the oscillation for a range of 

TR  at 0.2=AR . Note that in each case, the simulation was carried out to o3Tt =  

to allow sufficient time for the oscillatory limit cycle to be established. From Fig. 

9.4, we observe three distinct regimes of unsteady flame response. For relatively 

small values of TR (or frequency) ( 101−=TR ), the flame undergoes extinction 

followed by reignition through autoignition, whereas for intermediate values 

( 10=TR ), the flame extinguishes but fails to reignite. Moreover, for relatively 

large values of TR ( 50020−=TR ), only temporary flame weakening (without 

extinction) followed by flame recovery is observed. In addition, the decreasing 

amplitudes of stT  oscillation with increasing values of TR  suggest that for 

frequencies even higher than those considered, the flame would be relatively 

insensitive to the imposed perturbation. These trends indicate that the unsteady 

flame responds with a phase lag to the imposed perturbation. In other words, the 

delay in flame response would render it more resistant to extinction, which is 

confirmed for cases with TR  greater than 20, where extinction is not observed 

even though the peak magnitudes of stχ are well above eχ (since 0.2=AR and 

e2χ=X ). Recall that these trends agree well with those observed with respect to 

vortex-induced extinction in chapters 6 and 7, which involved unsteady extinction 

limits much higher than steady limits. Essentially, the vortices employed in 

chapters 6 and 7 may be thought of as perturbations with relatively large values 

of TR , so that the vortex-perturbed flame responds with a phase lag.  
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Figure 9.4. stT (K) and rχ  as a function of o/Tt  for different values of TR  for 

0.2=AR . The symbols shown for cases with 40=TR and 500are plotted only 
every 15th time step for clarity. 

 
 
 

 The above discussion indicates sufficient residence times are required for 

both extinction and reignition to occur for a given imposed oscillation amplitude. 

For instance, while cases with 40,20=TR  and 500  fail to extinguish, the case 

with 10=TR  fails to reignite due to insufficient residence times.  To compare the 

unsteady flame response with that of a steady flame, consider Fig. 9.5 which 

shows stT (K) as a function of rχ  during the limit cycle for different values of TR  

along with the steady flamelet solutions. We observe large discrepancies 

between the unsteady and steady results for relatively large values of 

stχ (> e2.0 χ ), even for relatively small frequencies ( 0.1=TR ). Moreover, as 

expected, the deviation of the unsteady flame response from the steady solutions 

increases as TR (or the frequency) increases. Furthermore, note that the 
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reignition phase of the limit cycle involves transient partially burned states. At a 

given value of stχ , these states can be distinguished from those during the 

extinction phase through a reaction progress variable, stc , which may be 

computed as the sum of major species mass fractions (Pierce and Moin, 2004). 

From a turbulent combustion modeling viewpoint, the transient 

extinction/reignition phenomena observed here can be captured by the use of 

unsteady flamelet/progress variable (UFPV) libraries, where the temperature 

(and species mass fractions) are parameterized as ( )cZfnT ,,χ= .  

 
Figure 9.5. stT (K) as a function of rχ  during the limit cycle for different values of 
TR  for 0.2=AR . The symbols shown for cases with 40=TR and 500are plotted 

only every 15th time step for clarity. 
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 Note that the reignition process observed here can occur only through 

autoignition (i.e. diffusion normal to the flame surface) due to the 1-D nature of 

the flamelet formulation. Hence, in a RANS/LES UFPV sub-model accounting for 

extinction, and reignition via autoignition, the progress variable source term in the 

mean/filtered progress variable transport equation can be directly tabulated using 

flamelet calculations. Pierce and Moin (2004) employed this approach in their 

LES studies of a coaxial gas turbine combustor, where it was shown that the 

UFPV model provides a more accurate description of the lifted flame in 

comparison to steady flamelet and infinitely fast chemistry models.  However, 

recall that the flame-vortex studies discussed in Chapters 6 and 7 showed that 

reignition may occur through edge-flame interactions that involve curvature 

effects (i.e. diffusion lateral to the flame surface). In the context of modeling, 

edge flame effects can be incorporated into a reactive scalar like the progress 

variable, and we showed in Chapter 6 that an UFPV library with the same scalar 

dissipation rate and progress variable time history as the flame-vortex 

simulations could accurately describe vortex-induced extinction/reignition. In the 

context of a RANS/LES combustion sub-model, the mean/filtered progress 

variable source term would have to be related to the edge flame speed. One 

possible approach is discussed in Chapter 11.  

the simulated pressure in the present case is 40 bar. It is expected that 

reducing the pressure will decrease the tendency for autoignition. For instance, 

the experiments of Santoro et al. (2000) on vortex-perturbed gaseous 

methanol/air opposed-flow flames at atmospheric pressure indicate that reignition 

occurs by edge flame propagation even for relatively weak vortices. In addition, 

at lower pressures, we would encounter weaker flames with lower values of eχ , 

and hence, in the present analysis, the effects of pressure would influence AR  

and TR  values through eχ . However, it would be interesting to explore whether 

the values of AR  and TR  that demarcate different unsteady flame response 

regimes such as extinction and extinction/reignition would remain the same at 

different pressures, i.e. the unsteady flame response would show scaling 
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behavior with respect to pressure. Based on recent studies of Pons et al. (2008) 

on the effects of pressure on non-premixed methane/air flames, this appears 

unlikely. The work of Pons et al. (2008) show that the flame structure in both 

steady and unsteady strained non-premixed flames may be described by a 

similarity variable that scales as the square-root of the product of pressure and 

the strain rate, only for conditions far from extinction. Close to extinction, finite-

rate chemistry effects were shown to become important leading to sensitivity to 

the choice of the chemical kinetic mechanism. Hence, in the present work that 

involves unsteady extinction/reignition, strong finite-rate chemistry effects on  the 

extinction/reignition behavior may be observed with respect to changes In 

pressure. Nevertheless, since pressures higher than 40 bar are commonly 

encountered in heavy-duty diesel engines, it may be worthwhile to investigate 

and quantify the effects of pressure for both non-extinguishing and 

extinguishing/reigniting n-heptane flames using available kinetic models.  

 
Figure 9.6. CO2 mass fraction as a function of rχ  for different values of TR  at 

0.2=AR .  
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Figures 9.6 and 9.7 show the mass fractions of CO2 and H2O (at stZ ) as a 

function of rχ  during the limit cycle for various values of TR . We observe trends 

similar to the temperature response. Comparing Figs. 9.6 and 9.7, it is apparent 

that CO2 is relatively more sensitive to the imposed frequency (or TR ) in 

comparison to H2O. For instance, as TR  increases from 1.0 to 4.0, the peak CO2 

mass fraction during the limit cycle drops by about 60 %, while that of H2O drops 

only by 21 %. However, both species show good recovery to their initial values 

for cases with relatively small values of TR  (< 4.0) involving extinction followed 

by reignition.   

 
Figure 9.7. H2O mass fraction as a function of rχ  for different values of TR  at 

0.2=AR .  
 
 
 

This difference in the nature of response of CO2 and H2O can be 

correlated with their characteristic chemical time scales ckτ (see Eq. 8.2). For 

instance, at est 1.0 χχ = , ms 16.0CO2 ck, =τ , whereas ms 02.0H2O ck, =τ . Hence, 

consistent with the ordering of the chemical time scales, H2O shows a faster 

response and recovery during reignition in comparison to CO2. Also, note that 
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ms 41.6NO ck, =τ and ms 19.0 UHCck, =τ , implying that UHC is expected to respond 

much faster to the vortex perturbation relative to NO. Recall from Chapter 8 (see 

Fig. 8.9) that we observed similar trends with respect to the chemical time scales 

of species in the flame-vortex studies.  

 
Figure 9.8. NO mass fraction as a function of rχ  for different values of TR  at 

0.2=AR .  
 
 
 

 Consider the limit cycle curve for NO mass fraction shown above in Fig. 

9.8 across the simulated range of TR  values. We observe significant reduction in 

the peak NO mass fraction values for cases involving extinction (i.e. TR  values of 

1-10), indicating a relatively large sensitivity to the oscillation frequency in the 

extinction/reignition regime. For instance, as TR  increases from 1.0 to 4.0, the 
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peak NO mass fraction drops by as much as 89 %. However, it is interesting that 

the corresponding drop in peak stT  values, at the same location of scalar 

dissipation rate, during the limit cycle is only about 18 % as can be inferred from 

Fig. 9.5.  This indicates a relatively significant phase lag of NO to stT  and the 

imposed stχ  oscillation, and relatively slow chemical response times. Note that 

phase lag effects on NO formation due to slow chemical time scales have been 

reported in engines as well, and the residence time is known to have a significant 

influence on NO formation rates (Heywood, 1988).  However, the occurrence of 

extinction modifies the phase lag dependence of NO on the residence time (or 

frequency) in the present case. For instance, for the cases without extinction (TR  

values of 20, 40 and 500), the peak NO mass fraction is relatively high due to the 

associated high (> 2000 K) temperatures. In addition, for the case with 20=TR , 

the peak NO mass fraction during the limit cycle is about 17 % higher than the 

case with 0.1=TR , whereas the peak magnitudes are about the same with 

40=TR . These comparisons indicate that the phase lag dependence of NO mass 

fraction to the imposed oscillation is non-monotonic.  

 

Figure 9.9. Phase lag (degrees) of NO to the imposed oscillation vs. TR .  
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  To confirm this observation, consider Fig. 9.9, which shows the computed 

phase lag of NO to the imposed perturbation as a function of TR . The phase lag 

shown in Fig. 9.9 is computed as the time-difference between the points of 

maximum rχ  and minimum NO mass fraction during the limit cycle. This time-

difference is expressed in degrees using the fact that the time-period To 

corresponds to a phase angle of 2π radians or 360 degrees. For all the cases 

involving extinction ( 101−=TR ), we observe the expected increase in the phase 

lag with increase in the frequency. This indicates that as long as extinction 

occurs and the frozen flow ( KT 1000~ ) is reached, the phase lag behavior is 

dictated by the trends in the residence time, which decreases as the frequency 

(or TR ) increases. However, in the TR  range of 10-40 during which the unsteady 

flame response transitions from an extinction regime to a temporary flame 

weakening regime (see Fig. 9.5), the non-monotonic behavior is evident. 

Essentially, as TR  decreases from 40 to 10, the occurrence of extinction and the 

associated lower temperatures result in relatively long response times of NO and 

an additional phase lag that compensate for the increase in residence time. 

Beyond 40=TR , the effect of the extinction-induced lag is absent, and we once 

again recover the monotonic increase in the phase lag with respect to frequency. 

Note that prior studies on oscillatory flame response (Im et al., 1999) with flames 

far from extinction have also reported a monotonic dependence of the phase lag 

on oscillation frequency. Note that this non-monotonicity in the phase lag was 

observed for the temperature and major species as well, but is particularly 

significant for NO due to its relatively long chemical response times.  

 This discussion indicates that extinction/reignition events that are favored 

for relatively low values of TR  (1-4) are beneficial in terms of both flame stability 

and NO formation-control. In particular, while the temperature and major species 

show fast recovery during reignition, NO formation is slower. However, it is 

important to consider the influence of extinction/reignition events on unburned 

hydrocarbons (UHCs) as well. 
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Figure 9.10. UHC mass fraction as a function of rχ  for different values of TR  at 
0.2=AR .  

 
 
 

 Figure 9.10 shows the limit cycle response of UHC mass fraction for 

various values of TR . It is interesting to note that the trends in UHC are opposite 

to those in NO. In particular, while UHC mass fractions are relatively low during 

reignition, we observe relatively large values during extinction. Moreover, UHC 

shows good recovery during extinction for all the cases with extinction/reignition 

(i.e. 41−=TR ), indicating faster response times and weaker temperature 

dependencies relative to NO. Hence, these trends indicate that benefits in flame 

stability and NO formation-control with extinction/reignition events may be offset 

by an associated increase in UHC levels.  

 Figure 9.11 shows the computed mean mass fractions of NO and UHC at 

stZ  during the limit cycle. The mean chemical heat release rate HRR (similar 

definition as Eq. (6.1)) is also shown in the figure on the right hand side axis. The 
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trade-off between NO and UHC is evident. Moreover, it is seen that the mean NO 

mass fraction is much more sensitive to TR  in the extinction/reignition regime 

( 41−=TR ) in comparison to UHC. NO is completely suppressed in the extinction 

regime ( 10=TR ), beyond which we observe relatively large values in the 

absence of extinction. 

 
Figure 9.11. Mean mass fractions of NO and UHC, and the mean heat release 

rate HRR  as a function of TR .  
 
 
 

 Notice in Fig. 9.11 that HRR  shows a non-monotonic behavior, and it is 

interesting that the mean NO mass fraction decreases in the TR  range of 1-4 in 

spite of an increase in HRR . This illustrates the role of slow chemical response 

times of NO, which are beneficial in the extinction/reignition regime. We can infer 

from Fig. 9.11 that temporary flame weakening events in the TR  range of 10-20 
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may be beneficial in terms of both NO and UHC. Essentially, in this TR  range, 

while the absence of extinction can control UHC, the peak temperatures during 

the limit cycle may be low enough (< 2000 K) to control NO formation. 

While the observed trade-off between NO and UHC in the unsteady 

flames simulated here is an interesting result, it is useful to consider the practical 

relevance of these findings. Note that the unsteady flame response regimes 

being studied here are relevant to the near-field of the jet, where 

extinction/reignition phenomena may be prevalent. The UHC that result due to 

these extinction/reignition or extinction regimes are likely to burn out in 

downstream regions of the jet where relatively low scalar dissipation rates will be 

encountered. Likewise, relatively large amounts of NO may form in the high 

temperature regions at downstream jet locations. Moreover, as shown in Chapter 

7, unsteady effects on the flame response are expected to diminish at 

downstream jet locations due to stronger flames and weaker turbulent eddies. 

Hence, we may encounter temporary flame weakening events due to lower 

values of TR (i.e. longer residence times) and AR (i.e. longer mixing times or 

lower mixing rates) at downstream regions in the jet. In these regions, we may 

observe similar trade-offs between NO and UHC, though the effects (such as the 

relative change in NO mass fraction with TR ) may not be as significant as in the 

near-field. Note, however, that they may be applications, such as multiple or split 

injection strategies in direct-injection (DI) diesel combustion, where unsteady 

extinction/reignition events may be promoted even in downstream regions of the 

jet.  For example, in multiple injection strategies, the residual burned gases from 

an earlier injection may interact (due to turbulent entrainment) with the 

reacting/non-reacting flamelets from the subsequent injection. Extinction may 

occur due to charge dilution and reduction in oxygen concentration, whereas 

reignition may be favored due to the high temperatures of the burned gases. In 

such scenarios, the response of pollutants to unsteady scalar dissipation rate 

time histories introduced by multiple injections may be of interest. Oscillatory 

perturbation studies similar to those considered here in the presence of residual 
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gases may provide useful insights. The recent work of Anders et al. (2008) 

explores the effects of residual gases on the extinction characteristics of vortex-

perturbed flames, which is relevant for multiple injection scenarios.   

In the section that follows, we will consider the influence of the imposed 

oscillation amplitude on the unsteady flame response. 

9.3.3. Unsteady Flame-response: Influence of Amplitude 

 
Figure 9.12. stT (K) as a function of rχ  during the limit cycle for different values of 

AR  and TR .  
 
 
 

 To investigate the influence of the oscillation amplitude, the amplitude 

ratio AR  is varied in the range of 1.0-4.0.  Figure 9.12 shows the limit cycle 
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response of stT  as a function of rχ  for different values of AR  and TR . It is 

observed that for 0.1=TR , the phase lag to the imposed perturbation increases 

as AR  increases from 1.0 to 4.0, which is indicated by the increasing roundness 

of the limit cycle curve. This phase lag arises from decreasing mixing times with 

increasing AR .  Figure 9.12 shows that the deviations from steady behavior 

increase as AR  increases. Moreover, at relatively large values of rχ (~1), the 

unsteady flames for 0.2=AR  and 0.4 show higher temperatures in comparison to 

the flame for 0.1=AR . This indicates that flames subjected to higher amplitudes 

of oscillation are more resistant to extinction due to the increased response times 

(or unsteady effects).  

Recall that we encountered similar trends in the flame-vortex studies 

discussed in Chapter 7, where the unsteady extinction limits were found to 

increase with increase in the vortex velocity-scale. Essentially, increasing the 

vortex velocity leads to higher scalar dissipation amplitudes, and is equivalent to 

increasing AR  in the oscillatory flame studies. Furthermore, it is observed from 

Fig. 9.12 that for higher values of TR (= 4.0, 10), the extinguished flame fails to 

reignite for higher values of AR (=2.0). Hence, these trends indicate that the 

tendency for reignition via autoignition decreases with increasing AR (or 

amplitude) for a given value of TR (or frequency). Note, however, that based on 

the flame-vortex studies discussed in chapters 6 and 7, reignition may occur 

through edge flame interactions. As discussed before, this finding is also 

supported by the DNS studies of Sripakagorn et al. (2004) in reacting isotropic 

turbulence, where it was shown that reignition cannot occur without lateral 

interactions between extinguished and burning regions when the excursions of 

stχ  over eχ  are relatively large (i.e. 1r >>χ and 1>>AR ). Let us now consider the 

unsteady response of NO and UHC for different values of AR . The limit cycles 

for CO2 and H2O show trends similar to the temperature as in the case of TR -

variation, and hence will not be shown here for brevity.  
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Figure 9.13. Limit cycle response of NO mass fraction for different values of 
AR and TR .   

 
Figure 9.14. Limit cycle response of UHC mass fraction for different values of 

AR and TR .  
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 Figures 9.13 and 9.14 show the limit cycle responses of NO and UHC 

mass fractions, respectively. A trade-off similar to that observed for variation in 

TR  is observed here as well. In particular, while the peak NO mass fraction 

decreases with an increase in AR  due to increased phase lag and lower peak 

temperatures, UHC mass fraction shows an increase due to decreasing 

tendencies for reignition. However, note that NO is much more sensitive than 

UHC due to slower response times. For instance, the peak NO mass fractions 

during the limit cycle decrease by about 25 % and 55 % as AR  increases from 

1.0 and 4.0, respectively, whereas the corresponding increase in peak UHC 

mass fraction is 10 % and 15 %. Hence, these numbers suggest that, as in the 

case of TR -variation, temporary flame weakening scenarios with lower values of 

AR (< 1.0) may be beneficial in terms of controlling both NO and UHC formation. 

 
Figure 9.15. Mean mass fractions of NO and UHC, and the mean heat release 

rate HRR  during the limit cycle as a function of AR  for 0.1=TR .  
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Figure 9.15 confirms the trade-off between NO and UHC mass fractions 

for different values of AR  for 0.1=TR . Note that the mean heat release rateHRR  

shows a monotonic decrease with increase in AR , due to increasing time scales 

for the extinction phase at the higher AR  values. However, it is interesting that 

while HRR  decreases by about 53 % from 0.1=AR  to 0.4=AR , the 

corresponding decrease in mean NO mass fraction is about 80 %, while UHC 

increases by about 50 %. 

  Before we proceed to the discussion of studies involving turbulent 

fluctuations of the scalar dissipation rate, it is useful to comment on other likely 

regimes of unsteady flame response than those discussed so far. In the 

oscillatory flame studies presented in this section, we considered a steady 

burning flamelet to begin with, which is then subjected to an oscillatory 

perturbation. However, another likely and relevant scenario in the near-field of 

the jet is that of a non-reacting diffusion layer (i.e. a non-reacting flamelet), which 

is subjected to unsteady scalar dissipation rates. Here, we will comment on the 

unsteady response of a flamelet that autoignites and extinguishes/reignites in the 

presence of an oscillatory flow perturbation.  

 Figure 9.16 shows the limit cycle response of stT  as a function of rχ  for 

various values of TR  for 2.0AR = . For the cases shown in Fig. 9.16, we begin 

with a non-reacting flamelet under the influence of the oscillatory perturbation. 

We observe from the figure that for relatively low values of TR (1-4), the flamelet 

successfully autoignites, and then undergoes an extinction/reignition limit cycle. 

The increasing ignition delay times with increase in TR  are indicative of the 

increased phase lag of stT  with respect to the imposed oscillation. For values 

greater than 10TR = , the flamelet fails to autoignite, and for relatively large 

frequencies ( 40,500TR = ), the flamelet barely responds to the imposed 

perturbation. It is interesting to note from Figs. 9.16 (cold flow initial condition) 

and 9.5 (steady flame initial condition) that the range of TR  values (1.0-4.0) in 

which extinction/reignition events are observed remains the same. This may be 
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attributed to the fact that in the present case with fuel a 1000 KT T= = , the steady 

extinction limit ( eχ ) and the steady ignition limit igχ are equal (see the S-curve 

response shown in Fig. 9.4, where there is no demarcation between extinction 

and ignition). Hence, for the chosen fuel and air temperatures, the autoigniting 

and the reigniting flamelets have the same characteristic time-scale (i.e. 1

eχ
− ), 

and the definition of TR  based on eχ (see Eq. (9.1)) remains valid for both the 

cold flow and steady flame conditions.  

 
Figure 9.16.  stT (K) as a function of rχ  during the limit cycle for different values of 
TR  for 2.0AR =  with cold flow initial conditions. The symbols shown for cases 

with 40=TR and 500are plotted only every 15th time-step for clarity. 
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 Note that for lower fuel temperatures (~400 K) typical of diesel 

applications, the ignition is two-stage and the S-curve response would show two 

distinct limits, eχ  and igχ (Venugopal, 2005). Since ig eχ χ< , the autoigniting 

flamelet (which would respond with a time-scale of 1

igχ − ) may be associated with 

longer characteristic times than the reigniting flamelet (which would respond with 

a time-scale of 1

eχ
− ). This may lower the upper limit of TR (or the maximum 

frequency) for which extinction/reignition events would occur. Nevertheless, the 

correspondence between the cold flow and steady flame cases shows that the 

trends discussed so far with respect to variations in AR  andTR  are applicable to 

cold flow initial conditions as well. For instance, our recent studies (Venugopal 

and Abraham, 2008c) simulating the autoignition-extinction-reignition of an 

initially non-reacting flamelet subjected to oscillatory perturbations reveal similar 

trade-offs between NO and UHC response. However, note that for relatively large 

values ofTR , while we observe a relatively insensitive burning flamelet for the 

steady flame initial condition, a relatively insensitive non-reacting flamelet is 

recovered for the cold flow initial condition.  

 It is important to note that while the oscillatory perturbation studies provide 

useful insights into the unsteady flame response, they only include the effects 

due to a single amplitude and frequency. In general, flamelets in a turbulent 

flowfield are subjected to turbulent fluctuations in the scalar dissipation rate, 

which include effects due to a spectrum of amplitudes and frequencies. In the 

next section, we will investigate the unsteady response of flamelets to turbulent 

fluctuations in the scalar dissipation rate generated from the analysis of the LES 

flowfield. These investigations will provide insights into the nature of unsteady 

flame-response, and regimes such as extinction and reignition in turbulent 

flowfields. As in Section 9.3, the validity of steady flamelet models for the 

prediction of the temperature and species responses will be assessed. In 

addition, by extrapolating the analysis to higher Reynolds number jets 

representative of those in diesel applications, we will indicate the implications of 
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the findings to phenomena such as flame lift-off, which are important for flame 

stabilization and pollutant formation.  

9.4. Flame-response to Turbulent Fluctuations 

 In Section 9.2, we discussed the generation of Lagrangian time histories 

of the scalar dissipation rate from the unsteady LES flowfield. Ten representative 

flamelet histories originating from different axial locations are generated, which 

are shown in Figs 9.17 and 9.18.  

 
Figure 9.17. Lagrangian-type rχ  time histories of representative flamelets 1-5 

from the unsteady LES flowfield.  
 
 
 

 Note that flamelets 1-10 are tracked across time and space using the 

stoichiometric isocontours originating from x/d = 6, 6.25, 6.5, 7.0, 7.25, 8.0, 8.5, 

9.5, 10.5 and 11.0 in the jet, respectively. As indicated before in Section 9.2, the 

paths traversed by these flamelets span the region of the jet from x/d = 6 to x/d 

=20, and a time interval of about 3.5 ms (roughly 6 flow times). The time histories 
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depicted in Figs. 9.17 and 9.18 show that relatively large values of rχ  (> 0.3) are 

often followed by relatively small values (< 0.05). It is useful to characterize the 

generated histories in terms of a mean and RMS value (root-mean-square), 

which also determine the temporal PDF (probability density function). 

 
Figure 9.18. Lagrangian-type rχ  time histories of representative flamelets 6-10 

from the unsteady LES flowfield.  
 
 
 

Figure 9.19 shows the computed mean and RMS of the 10 flamelet 

histories. It is interesting to note that the mean values are relatively small (< 

0.06 eχ ), since the relatively large values of rχ  are short-lived in all the cases. 

Furthermore, Fig. 9.19 shows that the mean initially increases as we proceed 

from the flamelet originating at x/d = 6 (flamelet 1) to the one originating at x/d = 

7.25 (flamelet 5), but decreases thereafter for the downstream flamelets. The 

RMS value more or less shows similar trends as the mean. Note that while 

increasing the mean values would increase the peaks that may lead to flame 

extinction/flame weakening, increasing the RMS values would decrease the 
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minimum values of stχ (in addition to increasing the peaks) that may favor 

reignition/flame recovery. In addition, the time records shown in Figs. 9.17 and 

9.18 have been obtained from the unsteady LES data collected every 0.01 ms. 

Hence, it is possible that some of the additional peaks of rχ  have not been 

captured in the flamelet histories. However, such peaks would also be short-

lived, and may not significantly influence the flame-response. We will now 

characterize the flame-response to the flamelet histories.  

 

Figure 9.19. Means and RMS values of the generated flamelet histories. 
 
 
 

Let us consider the flame-response to flamelet histories 3 and 5. While 

flamelet 5 has the maximum mean of the 10 flamelet histories considered, 

flamelet 3 (along with flamelet 4) has the maximum variance of the scalar 

dissipation rate (see Fig. 9.19). Figures 9.20 and 9.21 show the unsteady 

temperature ( stT ) response to flamelet histories 3 and 5, respectively. In both 

figures, predictions using a steady flamelet library are also shown for 

comparison. The steady flamelet library was constructed using steady solutions 
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corresponding to 21 values of stχ  in the range of ( ) e0.4002.0 χ− . Interpolation 

based on stχ  from the turbulent time record is then employed to obtain the 

temperature and species response corresponding to the steady flamelet. Note 

that for the unsteady cases, the initial condition is the steady flamelet solution 

corresponding to the initial value of stχ  in the time record.  

 
Figure 9.20. stT (K) response to flamelet-history 3 using unsteady and 

steady flamelet calculations. 
 
 
 

 The unsteady flame-response to flamelet histories 3 and 5 involves 

temporary flame weakening events at relatively large values of rχ (> 0.3) followed 

by rapid flame recovery at relatively small values of rχ . We observe from Figs. 

9.20 and 9.21 that the peak stT  values predicted by both unsteady and steady 

flamelet calculations agree reasonably well. However, for both flamelet histories, 

the steady flamelet model does not describe the transient flame weakening and 

recovery well. For instance, from Fig. 9.20, stT  at the maximum value of rχ (~ 0.6) 

at about 1.93 ms is underpredicted by about 38 % by the steady flamelet model 
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in comparison to the unsteady flamelet model. Such discrepancies can have 

important implications for relatively sensitive species such as NO.  

 
Figure 9.21. stT (K) response to flamelet-history 5 using unsteady and 

steady flamelet calculations. 
 
 
 

To correlate the trends observed here with those in the oscillatory 

perturbation studies, it is useful to interpret the turbulent time records shown in 

Figs. 9.17 and 9.18 as superpositions of a set of amplitudes and frequencies, For 

instance, consider Fig. 9.22, which shows the flamelet histories 3 and 5 on a 

AR -TR  diagram. The AR  and TR  values are obtained by computing the power-

spectral-densities (PSDs) of the turbulent time records, and then appropriately 

scaling the amplitudes and frequencies with eχ . We observe from Fig. 9.22 that 

relatively large values of AR (~ 0.3 eχ ) occur only at relatively low frequencies 

( 10<TR ). Hence, in the time interval of about 3.5 ms considered, these relatively 

large amplitudes do not occur frequently enough to significantly affect the flame 

structure. As seen from Figs. 9.20 and 9.21, these peaks only cause temporary 

flame weakening events, following which the flame recovers due to relatively low 
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scalar dissipation rates. It is interesting to note that based on the estimated 

values of rl (> 4.0) and fvu (< 3.0) at farther radial locations (r/d > 2.0) in the jet 

near-field, the flame-vortex interaction studies indicated rollup and straining as 

probable regimes of localized flame dynamics, rather than extinction/reignition. In 

the context of the flamelet formulation, the rollup and straining caused by the 

turbulent eddies manifest as relatively low values of rχ (< 1.0), which cause 

temporary flame weakening/recovery.  Moreover, in agreement with trends 

observed in the oscillatory perturbation studies (see Fig. 9.5 for instance), the 

steady flamelet model fails to account for phase lag effects at relatively large 

values of rχ (> 0.3). In Section 9.5, we will use a AR -TR  diagram similar to that 

shown in Fig. 9.22 to represent different regimes of unsteady flame response, 

and to infer expected outcomes for flames subjected to turbulent fluctuations. Let 

us now consider the unsteady response of pollutants like NO and UHC. 

Responses of major species such as CO2 and H2O showed trends similar to 

those in the temperature.   

 
Figure 9.22. AR -TR  diagram corresponding to flamelet histories 3 and 5 

for the 70,000-Re jet.  
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Figure 9.23. Unsteady response of NO to flamelet-history 3 using 

unsteady and steady flamelet models.  
 
 
 

Figures 9.23 and 9.24 show the responses of NO and UHC to flamelet-

history 3. NO response shows significant differences between steady and 

unsteady flamelet predictions. Note that in the case of flamelet-history 3, we 

begin with a relatively large value of rχ (~ 0.38), and hence the initial NO mass 

fraction is negligibly small due to the associated low temperatures (~ 1400 K). 

Following the rapid decrease in rχ , the steady flamelet model predicts an 

immediate increase in NO mass fraction, whereas the unsteady flamelet 

calculation predicts a delayed response due to the relatively slow response times 

of NO. Consequently, the steady flamelet overpredicts peak values during the 

unsteady response by as much as 1.5-2 times in comparison to the unsteady 

flamelet calculations. Hence, even for the relatively small excursions of stχ above 

eχ (i.e. 0.1r <χ ) considered here, steady flamelet models are inadequate to 

predict NO response. On the other hand, UHC shows much faster response to 
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stχ  fluctuations as seen from Fig. 9.24, in qualitative agreement with the trends 

reported in the oscillatory perturbation studies. The steady flamelet model 

significantly overpredicts UHC values at larger values of rχ (> 0.3), but due to fast 

response times, the UHC mass fractions relax to values closer to steady values 

at the lower values of rχ . Moreover, note that majority of the values of UHC 

mass fraction are relatively low (< 0.005) due to the absence of extinction and the 

associated high temperatures.  

 
Figure 9.24. Unsteady response of UHC to flamelet-history 3 using 

unsteady and steady flamelet models.  
 
 
 

In engineering applications, it is often useful to estimate mean values, and 

hence it is of interest to compare the estimated mean values of temperature and 

species mass fractions from steady and unsteady flamelet models. Based on the 

trends observed for flamelet-history 3, it is expected that the steady flamelet 

model would yield means reasonably close to that from the unsteady flamelet, 

since the relatively large values of rχ (which lead to discrepancies between the 

two models) occur with low probability. This is confirmed in Table 9.1, which 



www.manaraa.com

 

 

256

shows the computed mean values of temperature, and mass fractions of CO2, 

NO and UHC from steady and unsteady flamelet models for flamelet-history 3. 

We observe that except for NO, the mean values for all the other variables agree 

within 5 % between the two models.  

Table 9.1 Computed mean values from flamelet-history 3 

Mean Unsteady Steady % difference(with 
respect to unsteady) 

Tst (K) 2.21E+03 2.22E+03 0.8 

CO2 9.62E-02 9.73E-02 1.14 

NO  2.53E-04 3.35E-04 32.41 

UHC 2.34E-03 2.45E-03 4.7 

 

Recall that in the oscillatory perturbation studies discussed in the previous 

section, we showed that temperature predictions with steady flamelet models 

significantly deviate from those with unsteady flamelets even (see Figs. 9.5 and 

9.12 for the response of temperature) at relatively large values of rχ (~ 0.3). 

However, it is important to note that in the case of the oscillatory perturbation 

studies, both high and low values of rχ  occur with the same frequency in the 

simulated time interval of 3 time periods. Hence, the large values of rχ  have a 

significant effect on the flame structure, and steady flamelet models failed to 

capture the associated phase lag effects (see Fig. 9.12). In the turbulent cases, 

as discussed before in the context of Fig. 9.22, the relatively large values of rχ  

are immediately followed by relatively low values (see Figs. 9.17 and 9.18), and 

do not occur frequently enough in the simulated time interval of about 3.5 ms. 

Hence, deviations between the steady and unsteady flamelet models at these 

peak values of rχ  do not significantly affect the mean values of temperature and 

species mass fractions. However, in agreement with the trends reported in the 

oscillatory perturbation studies, the instantaneous temperatures at large values 

of rχ  are not predicted well with steady flamelet models.  
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In addition, we can represent the unsteady flame response to the scalar 

dissipation rate histories as a temporal distribution across the jet flowfield. Figure 

9.24 shows such a distribution, where 5 of the temperature ( stT ) time histories are 

plotted as a function of the axial locations traversed by the flamelets in the 

simulated time interval of about 3.5 ms. Hence, the fluctuations at a given axial 

location represent temporal fluctuations. We observe temporary flame weakening 

events predominantly at upstream axial locations (x/d <15).  Furthermore, it is 

useful from a modeling perspective to compute the (temporal) mean temperature 

at different axial locations from the flamelet histories, and compare the 

predictions from unsteady and steady flamelet models. 

 
Figure 9.25. Lagrangian-type temperature time histories from unsteady flamelet 
calculations represented as a function of axial location in the jet. Only 5 flamelets 

are shown for clarity.  
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Figures 9.26 and 9.27 show the mean stT  and NO mass fraction values 

computed from the flamelet histories using unsteady and steady flamelet 

calculations. As in the case of flamelet-history 3, the agreement between the 

models with respect to mean stT  is within 5%. Hence, the relatively small 

differences between the two models even at upstream jet locations confirm the 

low probability of events with relatively large values of stχ , which do not 

significantly affect the mean. Note that since all the tracked flamelets do not 

penetrate to the downstream jet locations (x/d = 17 and 18 for instance), the 

number of flamelet histories over which averaging is performed decreases at 

these locations. However, since we predominantly encounter lower values and 

lower intensity fluctuations of stχ  at downstream regions, the estimates of the 

mean temperatures and species mass fractions may be reasonable.  

 
Figure 9.26. Mean stT (K) computed from the flamelet histories as a function of 

axial location in the jet.  
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 The differences are greater (up to 20 % at x/d = 12) with respect to NO 

due to relatively high temperature sensitivity and phase lag effects (see Fig. 

9.27), but the predictions from both the models agree reasonably well. Hence, in 

the present case, steady flamelet models are adequate for the prediction of mean 

temperature and major species, and reasonable for the prediction of the mean 

concentration of pollutants like NO. This is a useful result from a modeling 

perspective, since steady flamelets are easier to implement as a reacting LES 

sub-model compared to unsteady flamelets, and do not require the use of a 

additional tracking scalar, such as the progress variable, to capture the time 

coordinate, and therefore computationally more efficient. 

 
Figure 9.27. Mean NO mass fraction computed from the flamelet histories as a 

function of axial location in the jet.  
 
 
 

 It is important to note that while the results discussed so far are useful to 

understand unsteady flame response in turbulent flowfields, and the applicability 

of steady flamelet models, the predicted temperatures and spatial distributions 

(for instance, Figs. 9.25-9.27) may differ in a reacting LES computation. In the 

present case, the scalar dissipation rate time histories are generated from a non-
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reacting jet flowfield, and do not include the feedback effects due to combustion 

heat-release. In Chapter 11 on the directions for future work, we will identify 

future work to clarify the effects of heat release on scalar dissipation rates. In 

addition, the flamelet histories generated here correspond to the unsteady near-

field of a 70,000-Re jet. Even though this Re is comparable to that in a diesel jet, 

the injection velocity ( injU ) may be more than an order of magnitude higher, and 

the orifice diameter ( d ) may be an order of magnitude smaller. This implies that 

the global strain rate (= dU /inj ), which is an appropriate scaling parameter for the 

scalar dissipation rate, would be one to two orders of magnitude higher in a 

diesel jet. In the present case, however, we consider a moderate increase, by a 

factor of 5, to demonstrate the influence of stronger fluctuations of the scalar 

dissipation rate on the unsteady flame response. 

 
Figure 9.28. Lagrangian-type rχ  time histories for 5 representative flamelets 

corresponding to a higher Reynolds number jet. 
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 For instance, let us consider a jet with injinj 5UU =′ , and 5/dd =′ , so that 

the inlet jet momentum and jet-Re remains constant, but global strain rates 

increase by a factor of 5. It can be shown from theoretical deductions (Abraham, 

1996) that the mean velocity-field remains unaffected due to compensatory 

changes in injU  and d . Here, we will further assume that the instantaneous 

velocity-field is minimally affected as well. Hence, the flamelet histories obtained 

using the velocity-field of the present 70,000-Re jet (see Figs. 9.17 and 9.18) can 

be employed by simply scaling the rχ  values by a factor of 5. However, this 

scaling assumes that the cumulative-distribution-function (CDF) of the fluctuating 

time records shown in Figs. 9.17 and 9.18 does not change when dU /inj  is 

increased by a factor of 5.  Note that when rχ  values are increased by a factor of 

5, both the mean (µ ) and the RMS (σ ) are increased 5 times. Figure 9.28 

shows 5 flamelet time histories with higher means and RMS values. It is 

observed that for the time records shown, there are repeated excursions of rχ  

above unity (i.e. st eχ χ> ), which could lead to local extinction in the jet. When rχ  

values are increased 5 times, the maximum value of the mean among the 10 

flamelet histories considered is about e0.3χ . Let us now explore the unsteady 

temperature and species responses for the flamelet histories shown in Fig. 9.28. 

Figure 9.29 shows the stT  response to flamelet-history 3 when µ  and σ  

are increased 5 times. In this case, the unsteady flame approaches local 

extinction, indicated by the relatively low temperatures (< 1400 K) at the larger 

values of rχ (> 1.0). However, as discussed before in the flame-vortex studies 

(Section 6.3) and the oscillatory perturbation studies (Section 9.3), the unsteady 

flame is more resistant to extinction due to phase lag effects, and does not reach 

frozen flow even at the maximum rχ  value of about 3, as shown in Fig. 9.29. In 

general, we observe much greater deviations between the steady and unsteady 

flamelet predictions in this case as compared to the case with a lower mean and 
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variance (compare Figs. 9.20 and 9.29). It is expected that these deviations will 

have a significant impact on the NO response. 

 

Figure 9.29. stT (K) response to flamelet-history 3 with higher µ  and 
σ using unsteady and steady flamelet calculations.  

 
 
 

 The unsteady response of NO mass fraction to the higher intensity 

fluctuations is shown in Fig. 9.30. NO formation is significantly suppressed due to 

local extinction events, which occur with a higher probability in this case (see Fig. 

9.29). Furthermore, due to relatively slow response times, NO fails to recover 

even during the reignition events, as in the case of oscillatory perturbation 

studies with relatively large values of AR (see Fig. 9.13 for instance). Hence, 

unsteady extinction/reignition events are beneficial in terms of flame stability and 

NO formation-control. Moreover, as expected, the steady flamelet model grossly 
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overpredicts NO mass fractions at several instants due to its inherent inability to 

account for transient extinction/reignition and the associated phase lag effects. 

 
Figure 9.30. NO mass fraction response to flamelet-history 3 with higher µ  and 

σ using unsteady and steady flamelet calculations. 
 
 
 

 Figure 9.31 shows the UHC mass fraction response to the flamelet-history 

3 with a higher mean and RMS value. The trade-off between NO and UHC 

reported earlier for the oscillatory perturbation studies is evident, with significant 

levels of UHC forming during extinction events. The steady flamelet model 

performs relatively better in the case of UHC due to faster chemical response 

times. However, notice that the peak values during the unsteady response are 

overestimated by the steady flamelet by as much as 33 %.  
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 Table 9.2 shows the computed mean values of temperature ( stT ) , and 

mass fractions of CO2, NO and UHC during the unsteady flame response to 

flamelet-history 3 with the higher mean and RMS values. We observe good 

agreement (within 5 %) between the unsteady and steady flamelet models with 

respect to the temperature, as in the case with lower intensity fluctuations (see 

Table 9.1). As seen from Fig. 9.29, this is attributed to the fact that while the 

steady flamelet model significantly underpredicts the minimum temperatures 

(essentially frozen flow is predicted for values of 0.1r >χ ), it overpredicts the 

maximum temperatures during reignition as well due to rapid flame recovery (i.e. 

no phase lag effects). Hence, the effects are compensatory and the mean values 

are minimally affected. 

   

Figure 9.31. UHC mass fraction response to flamelet-history 3 with higher µ  and 
σ using unsteady and steady flamelet calculations. 
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 However, the agreement with respect to the mean temperature does not 

imply that steady flamelets are adequate, as the instantaneous temperature 

fluctuations have a strong impact on species like NO, which is evident in the 

large discrepancy shown in Table 9.2 between the two models. In fact, even 

mean CO2 mass fraction is overestimated by about 27 % by the steady flamelet 

model. It is interesting, however, that the predicted mean UHC mass fractions 

agree very well between the two models, indicating factors similar to that for the 

temperature, i.e. strong crests and troughs with the steady flamelet model (this is 

evident in Fig. 9.31) that result in a mean close to that with the unsteady flamelet 

model. Now, we will explore the Lagrangian-type temperature time histories 

across the jet flowfield, and then the mean axial temperature and NO profiles in 

the jet. We will also discuss implications of the observed results for phenomena 

such as flame lift-off. 

Table 9.2 Computed mean values from flamelet-history 3 with higher µ  and σ  

Mean Unsteady Steady % difference(wrt 
unsteady) 

Tst(K) 1.70E+03 1.75E+03 3.19 

CO2 3.69E-02 4.67E-02 26.60 

NO  1.63E-05 8.47E-05 418.69 

UHC 1.19E-02 1.20E-02 0.34 

 

 Figure 9.32 shows 5 Lagrangian time histories of stT  represented as a 

function of axial location in the jet from unsteady flamelet computations 

employing higher intensity fluctuations of the scalar dissipation rate. We observe 

local extinction events at upstream axial locations, and temporary flame 

weakening events beyond x/d = 14. For the flamelet histories shown, reignition 

events are also observed at the upstream locations, indicating that the mean 

temperature would represent the net effects due to extinction and reignition 

events. We can then think of flame lift-off height as the location where there is 
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predominantly extinction and very less reignition, so that the mean flame would 

remain extinguished.  

 

Figure 9.32. Lagrangian-type temperature time histories from unsteady flamelet 
calculations corresponding to higher intensity fluctuations represented as a 
function of axial location in the jet. Only 5 flamelets are shown for clarity. 

 
 
 

Figure 9.33 shows the computed mean temperature ( stT ) from the 10 

flamelet histories with higher intensity fluctuations as a function of axial location 

in the jet. Note that in addition to the predictions with unsteady and steady 

flamelet models, Fig. 9.33 shows the predictions using a steady-flamelet-steady 

strain (SFSS) model. Essentially, the SFSS prediction corresponds to the steady 

flamelet solution at the mean (or steady) value of the scalar dissipation rate at 

each axial location. In other words, the SFSS model results are similar to what 
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one may obtain from a RANS simulation employing a steady flamelet model, 

where fluctuations are not taken into account. However, note that the (temporal) 

mean value of stχ  at each axial location is estimated using the time histories 

generated from LES. Hence, in using this analogy between the SFSS model and 

RANS results, we are making the implicit assumption that the mean value of 

stχ is the same, regardless of whether it is computed using RANS or LES. 

Though this is true in principle, the mean values from RANS and LES may differ 

depending on factors such as the choice of subgrid-scale models, and the 

selected numerical resolution and filter characteristics in LES. Nevertheless, the 

analogy between SFSS and RANS is invoked here to merely explore the 

importance of accounting for fluctuations of stχ .  

 

Figure 9.33. Mean stT (K) computed from the flamelet histories with higher 

intensity fluctuations as a function of axial location in the jet. 
 
 
 

We observe from Fig. 9.33 that the predictions from the three models 

agree within 8 % across the jet near-field region shown, indicating that the mean 
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values are not significantly affected due to instantaneous excursions of stχ  above 

and below eχ . In jets with even higher global strain rates, we may observe lower 

temperatures due to higher probability of extinction events in the near-field 

region, which may result in a lifted flame.  

 
Figure 9.34. Mean NO mass fraction at stZ computed from the flamelet 

histories with higher intensity fluctuations as a function of axial location in the jet. 
 
 
 

Figure 9.34 shows the computed mean values of NO mass fraction at 

stZ as a function of axial location. We observe that the SFSS model grossly 

underestimates the mean NO mass fraction at x/d =12, whereas the steady 

flamelet model overestimates NO by about an order of magnitude. These 

discrepancies between the models indicate that fluctuations of stχ  and transient 

effects on NO response due to extinction/reignition events are relatively 

significant at upstream jet locations (x/d < 14). The agreement between the 

models improves at downstream jet locations, and the SFSS and steady flamelet 

models yield somewhat similar values of NO. Hence, in the simulated jet near-
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field region at higher values of Re, we may expect unsteady effects to 

significantly affect NO formation.  

Finally, Fig. 9.35 shows the mean UHC mass fraction at stZ  as a function 

of axial location in the jet. At x/d = 12, the SFSS model overestimates UHC mass 

fraction as compared to the unsteady flamelet by about 10 %, but at downstream 

axial locations, the predictions from all the three models are similar. Therefore, 

as in the case of the temperature, mean UHC mass fractions are not significantly 

affected by scalar dissipation rate fluctuations and transient effects. 

 
Figure 9.35. Mean UHC mass fraction at stZ computed from the flamelet 

histories with higher intensity fluctuations as a function of axial location in the jet. 
 
 
 

 It is important to note that in the present case with K 1000afuel == TT , we 

have considered relatively stronger flames, which respond relatively fast to the 

imposed scalar dissipation rate fluctuations. Hence, the observed unsteady 

effects on mean temperatures and species mass fractions (except NO) were not 

very significant. However, with lower fuel temperatures (~ 400 K) more common 

in diesel engine applications, the flamelets may respond with longer 

characteristic time scales, which may in turn result in greater unsteady effects on 
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the temperature and species responses. In Chapter 10, we will present result 

from studies employing a lower fuel temperature (= 450 K) closer to diesel 

applications. Moreover, from the analysis presented in this section, we can 

conclude that unsteady effects are particularly significant for species like NO with 

slow response times, and that these effects are expected to increase as the 

means and RMS values of the scalar dissipation rate fluctuations increase, i.e. as 

the jet-Re increases.  

9.5. Outcome diagram for unsteady flame-response 

 

Figure 9.36.  AR -TR  diagram showing regimes of unsteady flame response in 
the oscillatory perturbation studies. Values of AR and TR estimated from the 

Lagrangian flamelet histories generated from LES are also shown. 
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Before we present the summary and conclusions from the studies 

reported in this chapter, it is useful to represent the unsteady flame-response 

regimes observed here in terms of an outcome diagram. Figure 9.36 shows an 

outcome diagram for unsteady flame-response constructed using AR  and TR .  

In Fig. 9.36, the square symbols represent conditions simulated in the oscillatory 

flame studies. The different flame-response regimes, such as extinction, 

extinction/reignition, and attenuated response, discussed in Section 9.3.2 are 

shown in the figure. In addition, values of AR  and TR  corresponding to the 

flamelet histories generated from the LES flowfield are also shown. Note that 

while flamelets 1, 5 and 9 in the figure represent turbulent time records 

generated with higher means and RMS values, “flamelet 1(lower Uinj/d)” 

corresponds to the 70,000-Re jet with a lower global strain rate. As discussed 

before in the context of Fig. 9.22, relatively large values of AR  are associated 

only with lower frequencies ( 10<TR ).  

 We observe from Fig. 9.36 that the flamelet histories (flamelets 1, 5 and 9) 

representative of a higher strain rate jet (i.e. with higher means and RMS values 

of χ ) consist of AR  and TR  values in the range appropriate for 

extinction/reignition. In Section 9.4, it was confirmed that these flamelet histories 

indeed result in transient extinction/reignition events. Moreover, as discussed 

before, flamelet histories corresponding to the 70,000-Re jet (for instance, 

“flamelet 1 (lower Uinj/d)” in Fig. 9.36) are associated with relatively low values of 

AR  ( ~ 0.3), and hence primarily result in temporary flame weakening/recovery. 

Therefore, the outcome diagram shown in Fig. 9.36 is useful to understand 

unsteady flame response regimes in the near field of the jet.  

9.6. Summary and Conclusions 

In this chapter, we investigated unsteady effects on the response of 

diffusion flamelets subjected to temporal variations of the scalar dissipation rate. 

These temporal variations consisted of oscillatory perturbations and turbulent 
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fluctuations obtained from the analysis of the LES jet near-field. A reduced 

chemical kinetic mechanism for n-heptane oxidation involving 159 species and 

1540 reaction steps was employed. The unsteady response of the flame 

temperature, and major species and pollutants was investigated, and the 

applicability of steady flamelet models was assessed.  

 In the oscillatory perturbation studies, two non-dimensional numbers 

governing the flame response were the time-scale ratio TR , which measures the 

relative magnitudes of the residence time (inverse of oscillation frequency) and 

the chemical time ( 1

e~ −χ ), and the amplitude ratio AR , which measures the 

relative magnitudes of the mixing time (inverse of oscillation amplitude) and the 

chemical time. Extinction/reignition events occur only for intermediate values of 

AR  (< 4.0) and TR  (< 10), which result in sufficient mixing and residence times. 

Unsteady effects increase with increase in both AR  and TR . For relatively large 

values of TR  (~ 102), the unsteady flame remains relatively insensitive to the 

imposed perturbation due to increased phase lag. As AR  increases for a given 

value of TR , the tendency for reignition decreases due to insufficient mixing 

times. Comparison between steady and unsteady flamelet models showed large 

deviations from steady behavior at relatively large values of stχ (> 0.3 eχ ), and in 

qualitative agreement with the flame-vortex studies, the unsteady flames were 

found to be more resistant to extinction than steady flames. The observed 

unsteady flame response regimes were summarized on an AR -TR  outcome 

diagram. 

  Investigations of the species response showed similar trends for the major 

species (like CO2 and H2O) as that for the temperature, but the pollutant NO 

showed significant differences. In particular, while the major species and 

temperature showed fast recovery during reignition, NO response was relatively 

slow due to longer chemical response times. Consequently, with increase in AR   

and TR , the peak and mean NO mass fractions during the oscillatory limit cycles 

showed significant reductions due to phase lag effects. Hence, 

extinction/reignition events were found to be beneficial in terms of both flame 
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stability and NO formation. However, UHC was found to respond much faster 

than NO, and the decrease in peak and mean NO mass fractions were offset by 

a corresponding increase in UHC mass fractions. Nevertheless, the much greater 

sensitivity of NO to temperature and scalar dissipation suggests that temporary 

flame weakening events with lower values of AR  (see Fig. 9.35) may be 

beneficial in controlling both NO and UHC formation.  

 In order to gain insights into the unsteady flame response to a spectrum of 

amplitudes and frequencies, we investigated the response of flamelets to 

turbulent fluctuations of the scalar dissipation rate estimated from the LES 

flowfield. These fluctuations were generated as Lagrangian-type time histories of 

flamelets (i.e. stoichiometric isocontours) tracked through space and time in the 

jet near-field. These stoichiometric contours were obtained as average radial 

locations of regions with mixture fraction close to (within 5 %) of the 

stoichiometric value, and traversed radial locations (r/d > 1.0) relatively far from 

the centerline at different axial positions in the jet. Ten representative flamelet 

histories were generated. In the present LES jet with a Re of 70,000, the 

resulting flamelet histories involved relatively small means (~ 0.06 eχ ) , variances 

and peak values (~ 0.3 eχ ), so that temporary flame weakening events followed 

by flame recovery were observed in the jet near-field region (6< x/d < 20 and r/d 

> 1). The unsteady flame response was also compared to predictions from a 

steady flamelet library corresponding to the instantaneous stχ values from the 

turbulent time records. The comparisons showed good agreement between the 

unsteady and steady flamelet models with respect to the mean temperature and 

mean major species (like CO2) mass fractions. However, deviations up to 20 % 

were observed in the mean NO mass fraction due to the inability of steady 

flamelet models to describe the delayed response of NO (i.e. phase-lag effects) 

during flame weakening/recovery events.  

 In order to extrapolate the findings to jets with higher global strain rates 

closer to practical applications, we considered flamelet histories with higher 

means and RMS values. On the AR -TR  outcome diagram, these flamelet 
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histories result in values of AR  and TR  that can lead to local extinction/reignition 

in the jet. Consequently, transient extinction/reignition events were observed in 

the unsteady flames when subjected to the higher intensity fluctuations. Steady 

flamelet models were found to significantly underestimate the temperatures 

during extinction, and overestimate the temperatures during reignition. Due to 

these compensatory effects, the mean temperatures with steady and unsteady 

flamelet models agreed well. However, the failure of steady flamelet models to 

describe transient extinction/reignition had a drastic effect on instantaneous and 

mean NO mass fractions leading to deviations more than an order of magnitude 

at upstream jet locations (e.g. x/d =12). Trade-offs between UHC and NO similar 

to those observed in the oscillatory perturbation studies were confirmed in the 

turbulent cases as well. Moreover, due to relatively faster chemical response, the 

instantaneous and mean UHC mass fractions were relatively well predicted with 

steady flamelet models.  

 The analysis of flame response to turbulent time records with higher 

means and RMS values showed that unsteady extinction/reignition events may 

be associated with phenomena such as flame lift-off, which have been observed 

in practical diesel jet flames (Siebers and Higgins, 2001; Pickett and Siebers, 

2004). Based on the present results, flame lift-off in the jet can occur at the 

location where multiple flamelet histories predominantly lead to extinction, and 

low probabilities for reignition. This would result in the mean flame being 

extinguished at the lift-off location. Furthermore, recent experimental studies 

(Pickett et al., 2005) have shown that autoignition phenomena may also be 

related to diesel flame lift-off. In the next chapter, we will consider the response 

of initially non-reacting flamelets, which are allowed to autoignite under the 

influence of fluctuating scalar dissipation rates, and discuss the implications of 

the findings for lift-off. Finally, while the present simulated conditions show that 

steady flamelet models may be reasonable to predict mean temperatures and 

major species mass fractions, it is expected that the unsteady effects would 

become more important in higher strain rate jets with relatively weaker flames 
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(with lower fuel temperatures), which may be associated with longer chemical 

response times.  

 In the chapter that follows, we discuss the implications of the findings 

related to the unsteady flame-response for practical phenomena observed in 

diesel jets. In addition, we will also present results from unsteady flamelet 

simulations employing a lower fuel temperature (= 450 K) to explore conditions 

closer to diesel engine applications, and discuss the implications the prediction 

for steady flame lift-off in diesel jets. Furthermore, the relevance of the findings 

from the flame-vortex studies discussed in Chapters 6 and 7 to turbulent 

combustion modeling in the near-field of diesel jets is discussed.  
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CHAPTER 10. IMPLICATIONS OF THE PRESENT WORK FOR DIESEL JET 
FLAMES AND TURBULENT COMBUSTION MODELING 

10.1. Introduction 

In Chapters 6-9, we presented results from studies involving flame-vortex 

interactions and unsteady response of diffusion flamelets. Both these sets of 

studies was closely coupled to the results from Chapter 5 involving the LES of a 

high-Re jet, which provided initial/input conditions for the flame-vortex and 

unsteady flamelet studies. In this chapter, we will discuss how the fundamental 

insight gained into the localized flame dynamics in high-Re jets from the studies 

discussed so far can be related to practical phenomena observed in diesel jet 

flames.  In addition, implications of the findings for turbulent combustion 

modeling in the near-field of high-Re jets are explored. As stated in Chapter 1, 

our primary interest lies in phenomena that occur in the near field of diesel jet 

flames, such as flame lift-off. Accordingly, the simulated range of chamber 

conditions and non-dimensional numbers are representative of those in diesel 

combustion chambers. Near-field phenomena not only govern flame stabilization, 

but also have an influence on pollutant, e.g. soot formation through fuel/air 

premixing in the near field (Pickett and Siebers, 2004). As discussed in Chapter 

2, conventional modeling approaches such as steady diffusion flamelets 

(Venugopal and Abraham, 2007a) and perfectly-stirred-reactors (Kong et al., 

2005) have been employed to predict diesel flame lift-off with only limited 

success.  

Part of this chapter will focus on the recent experimental findings of Pickett 

et al. (2008) related to transient diesel flame lift-off phenomena in the presence 

of laser-ignition, where we will offer explanations for the measured trends based 

on unsteady effects on the localized flame dynamics. Conditions closer to diesel 
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engine applications are considered in additional simulations presented in this 

chapter, in order to justify the explanations. In particular, we employed a 

relatively high fuel temperature (= 1000 K) in Chapter 9 focusing on the unsteady 

response of flamelets, while lower temperatures in the range of 350-450 K are 

more common in diesel applications. In this chapter, we will discuss results from 

unsteady flamelet studies employing turbulent fluctuations of the scalar 

dissipation rate when the fuel temperature is 450 K. Through these studies, we 

will indicate potential effects due to flow-unsteadiness on flame lift-off in diesel 

jets. Furthermore, based on the fundamental findings from the flame-vortex 

interaction studies discussed in Chapters 6 and 7, we will discuss implications for 

turbulent combustion modeling in the near-field of high-Re jet flames.  

We divide this chapter into different sections. In Section 10.2, results from 

studies of flamelets subjected to temporal variations in the scalar dissipation rate 

are presented, and implications for transient and steady lift-off phenomena are 

discussed. Section 10.3 discusses the implications of the results from the flame-

vortex studies for flame dynamics and combustion modeling in the near-field of 

diesel jet flames. The chapter closes with summary and conclusions in Section 

10.4.  

10.2. Role of Unsteady Effects on Lift-off-related Phenomena in Diesel Jets 

In this section, we will explore the role of unsteady effects on the localized 

flame dynamics related to flame lift-off in diesel jets. First, we will discuss studies 

related to the recent experimental findings of Pickett et al. (2008) on transient lift-

off phenomena, and then investigate the potential impact of unsteady effects on 

predictions of steady diesel flame lift-off.  

Recently, Pickett et al. (2008) performed experiments in laser-ignited 

diesel jets. In these experiments, laser-assisted ignition was induced upstream of 

the natural flame lift-off height fL , and the subsequent flame dynamics was 

visualized.  These experiments were motivated by the need to elucidate the 
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nature of physical processes that govern diesel flame lift-off. It was observed that 

upon laser-ignition, fL  decreases abruptly to the laser position, but gradually 

relaxes back (i.e. increases) to the natural lift-off height. This relaxation time was 

found to be of the range of 2.5-9 ms, depending on the laser-position relative to 

fL , and the chamber and injection conditions. Note that these times are relatively 

long compared to injection durations in diesel engines (< 2 ms).  Moreover, it was 

found that the relaxation time decreased as the position of laser-ignition was 

brought closer to fL , and as the ambient temperature was increased.  

 

Figure 10.1. Schematic of the experimental observations of Pickett et al. (2008) 
showing the transient variation in the lift-off height of a laser-ignited diesel jet. 

 
 
 

 Figure 10.1 shows a schematic illustration of the transient lift-off observed 

by Pickett et al. (2008). The numbers indicated for fL  and the time correspond to 

the following injection and chamber conditions: injection pressure injP∆  = 150 

MPa, chamber temperature cT  = 900 K, chamber density cρ  = 14.8 kg/m
3, 

oxygen concentration O2 % = 21, and orifice diameter od  = 90 µm. In the 

discussion that follows, we will offer an explanation for the trends observed in the 

experiments based on the unsteady response of flamelets in the near-field of the 

jet. Note that in the absence of measured quantitative data on scalar dissipation 

rates related to the unsteady field and the unsteady flame-response 
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characteristics, e.g. flame temperature, the analysis below is primarily intended 

to explain qualitative trends observed in the measurements. In particular, we are 

interested in explaining the gradual relaxation of the lift-off height after laser-

ignition to the natural lift-off height.  

 In order to relate the spatial information, i.e. fL  and the laser-position, in 

the experimental diesel jet to the gaseous fuel jet simulated in the present work 

using LES, we invoke the following scaling arguments. Based on the equivalence 

between gaseous fuel jets and sprays with the same mass and momentum flow 

rates (Iyer and Abraham, 1997), an equivalent gas jet diameter gd can be 

computed as 

( ) ,/
2/1

glog ρρdd =                                                                                              (10.1) 

where lρ  and  gρ   are the liquid and gas densities, respectively.  Since the 

injected-to-chamber gas density ratio for the jet simulated in this work is about 

3.5, we get 3

cg Kg/m 525.3 == ρρ . Also, assuming lρ = 712 Kg/m
3 for D2 diesel 

fuel at 436 K (Siebers and Higgins, 2001), we obtain gd  ~ 0.4 mm from Eq. 

(10.1). Hence, gf / dL  ~ (30/0.4) = 75. Note that in the case of the jet simulated in 

this work, cT  = 1000 K and O2 % = 15, but it can be shown from lift-off height 

scaling relations, i.e. ( ) ( ) 1

2

7.3

cf ~
−−

OTL  (Siebers and Higgins, 2001) that fL  

remains about the same (i.e. 30 mm) due to compensatory effects of increase in  

cT  (from 900 to 1000 K) and decrease in O2 concentration (from 21 % to 15 %). 

Moreover, since the equivalent gas jet has the same injection velocity injV  as the 

diesel spray (Iyer and Abraham, 1997), we need to account for the scaling in 

injV as well, i.e. ( ) 0.1

injf ~ VL  (Siebers and Higgins, 2001). It is estimated that injV  ~ 

580 m/s for the diesel spray corresponding to injP∆  = 150 MPa (Pickett et al., 

2005). Now, we showed in Chapter 9 that when the mean and RMS values of the 

scalar dissipation rate time histories generated from LES are increased 5 times, 

local extinction/reignition events leading to flame lift-off are likely to occur in the 
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jet. As in the case of studies discussed in Section 9.4, we assume that these 

higher intensity fluctuations correspond to a jet with injinj 5UU =′ , and 5/dd =′ , 

so that the global strain rate dU /inj increases, but the velocity-field is not 

significantly affected. Hence, as in Chapter 9, we will employ the flamelet 

histories generated from the 70,000-Re jet scaled-up by a factor of 5. For the 

higher strain rate jet,  m/s 100~5 injinj UU =′ , and mm 5.0~5/dd =′ , so that 

using the lift-off scaling ( ) 0.1

injf ~ VL
 , dL ′/f ~ 11. Therefore, in the present 70,000-

Re jet, we will choose x/d = 11 as the location corresponding to the natural lift-off 

height ( fL ) in the higher strain rate jet.  

  

Figure 10.2. Time-record of rχ  for a flamelet-history originating at x/d = 6.5. 
 
 
 

 In Fig. 10.1, we observe that in the measured diesel spray, the lift-off 

height relaxation time-scale t∆ is about 3 ms. If we assume that this time scales 

with a global time-scale of the jet given by injo /Ud , then in the gas jet equivalent 

to the diesel spray with the same injU , but og 4~ dd , t∆  would be about 12 ms. 

Now, assuming self-similarity in the jet, we can show that a local characteristic jet 
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time-scale, defined as ( )2// cl2/1j Urt = , at the lift-off height ( fL ) is about 0.06 ms 

for the equivalent gas jet. Hence, 200~/ j

*

j ttt ∆= , which indicates that t∆  is 

much longer than the characteristic time scales of the jet in the lift-off region. In 

the subsequent analysis, we will show that similar order-of-magnitude estimates 

of *

jt  can be obtained using a theory based on unsteady flame-response in the 

higher strain rate jet (henceforth denoted by primed quantities, e.g. dU ′′ ,inj ) 

considered here.  

 
Figure 10.3. AR -TR  diagram corresponding to the flamelet-history originating 

from x/d = 6.5.  
 
 
 

To correlate the observed experimental trends to unsteady flame 

response, consider Figs. 10.2 and 10.3 that show the turbulent time-history and 

the AR -TR  diagram, respectively, for a flamelet that originates from the location, 

x/d = 6.5, in the jet. Recall from Chapter 9 that the AR -TR  for a given flamelet-

history is obtained by computing the PSD of the time-record, and then 

appropriately scaling the amplitude and frequency by the steady extinction limit 

eχ  to give AR andTR , respectively. Moreover, the fuel temperature in the present 

case is chosen to be fuelT  = 450 K to simulate conditions closer to the diesel jets. 
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Hence, eχ at fuelT = 450 K is about 170s-1 compared to 500s-1 at fuelT  = 1000K. In 

the experiments, the laser is positioned at a distance of 20 mm from the orifice, 

which using scaling arguments discussed above, corresponds to about x/d = 7.3. 

Therefore, the chosen flamelet-history originating at x/d = 6.5 may represent a 

laser-ignited flamelet that traverses from the laser position to the natural lift-off 

height. We are interested in simulating the dynamics of this flamelet. 

Figure 10.2 shows large excursions of stχ  above eχ ,i.e. 1r >>χ , though 

as discussed in Chapter 9, these excursions are relatively short-lived. Figure 

10.3 shows the spectral representation of this flamelet-history in terms of AR  

and TR . As before, we will first clarify the underlying physics using an oscillatory 

perturbation, and then investigate the flame-response to the turbulent time-

record. In the results discussed below, we consider an initially non-reacting 

flamelet that is allowed to autoignite, and then undergo extinction/reignition in the 

presence of temporal variations in the scalar dissipation rate. The non-reacting 

flamelets simulated here represent flamelets in the region upstream of the natural 

lift-off region of the diesel jets, where laser-ignition is induced.  

 
Figure 10.4. stT  (K) vs.  t /To for different TR  for an initially non-reacting flamelet.  
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Figure 10.4 shows the unsteady flame-response to oscillatory 

perturbations in terms of stT  as a function of the normalized time, t / To (To is the 

oscillation period). Notice that rχ  is shown on the right-hand-side axis, and the 

simulations are performed for different values of TR  at AR  = 2.0. Similar to the 

trends discussed in Chapter 9, we observe increasing ignition delay times for the 

flamelets with increasing TR  due to decreasing residence times. Accordingly, 

while oscillatory extinction/reignition limit cycles are observed following 

autoignition for TR  values in the range of 1.0-4.0, the flamelet corresponding to 

TR  = 10 fails to autoignite due to insufficient residence times. Hence, the flamelet 

subjected to the AR  = 2.0, TR= 10 perturbation may correspond to flamelets 

upstream of the lift-off height prior to laser-ignition. Inspection of the AR -TR  

diagram corresponding to the flamelet-history shown in Fig. 10.3 reveals that the 

AR = 2.0, TR= 10 perturbation roughly corresponds to a high-energy mode in the 

turbulent time-record. In the analysis below, we will use this perturbation as a 

first-cut representation of the turbulent time-record in the region upstream of the 

natural lift-off height, and investigate the response of the flamelet in the presence 

of forced, i.e. laser-assisted, ignition.  

Figure 10.5 shows the unsteady flame-response in terms of stT  for the 

baseline case without forced-ignition and with forced-ignition (Case A). Note that 

the forced-ignition is simulated by initializing the stoichiometric numerical cells 

with a temperature of 2000 K. We observe that the force-ignited flamelet 

quenches by one oscillatory period, and then reignites, but the flame is not 

sustained due to the relatively short mixing and residence times at AR  = 2.0 and 

TR  = 10. Accordingly, Fig. 10.5 shows that by 3 time periods, the forced-ignited 

flamelet temperature relaxes to that of the baseline case, which does not 

autoignite as discussed before. Note that this observation is contrary to the 

experimental findings, where the flame was sustained in the laser-ignited region 

causing a reduction in the lift-off height.  
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Figure 10.5. stT  (K) as a function of t/To for the baseline case and Case A with 

forced-ignition.  
 
 
 

As in the case of studies presented in Chapter 9, we have neglected the 

effects due to combustion heat-release on the scalar dissipation rates in the 

present case. It is possible that heat-release from the laser-ignited flames in the 

measured diesel jets modify the scalar dissipation rate field in such a way that 

the flames are sustained. In other words, one possibility is reduction of the rχ  

values due to heat-release from the forced-ignited flames. Note that recent DNS 

studies of Pantano et al. (2003) comparing reacting and isothermal mixing layers 

show that heat-release tends to decrease scalar variances and dissipation rates, 

as well as turbulent kinetic energies and dissipation rates. A reduction in rχ  can 

result from an increase in length scales due to expansion induced by heat 

release, and greater dissipation of turbulent kinetic energy. On the other hand, 

experimental and LES studies of Geyer et al. (2005) in turbulent opposed-flow 

isothermal and reactive jets indicate an enhancing effect of heat-release on 

scalar dissipation rates due to increasing diffusivities. These studies have been 
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performed at relatively low Reynolds numbers (< 10,000), while we are 

concerned with relatively high jet Re (~ 100,000) in the present case. 

Nevertheless, these contrary findings points to the need for clarification of the 

influence of heat release rate on scalar dissipation rates in high-Re jets. Here, we 

will hypothesize that rχ  values decrease due to heat-release, and test the 

hypothesis against experimental observations.  

 
Figure 10.6. stT  (K) vs t/To for the baseline case, Cases A and B. 

 
 
  

Consider Fig. 10.6, which shows the unsteady flame-response in terms of 

stT  for the baseline case, Case A, and Case B. Note that for Case B, the value of 

AR  is decreased from 2.0 (baseline case and Case A) to 1.0 to account for 

possible effects due to combustion heat-release, while TR  is maintained constant 

at 10. It is interesting to observe that the forced-ignited flame no longer 

quenches, but rather settles into an oscillatory limit cycle involving temporary 

flame weakening followed by flame recovery. Essentially, at the reduced value of 
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AR  (= 1.0), the mixing times are long enough to sustain the unsteady flame. This 

observation is qualitatively similar to that of Pickett et al. (2008), where the laser-

ignited flame is sustained in the region upstream of the natural lift-off height for a 

relatively long time.  

Pickett et al. (2008) offer an explanation for their observations based on 

the entrainment of hot combustion products downstream in the jet into the laser-

ignited regions, which may sustain the flames in these regions. We can interpret 

this entrainment process as one leading to unsteady perturbations on the forced-

ignited flames with amplitudes and frequencies low enough to sustain the flames. 

This discussion shows that unsteady effects on the localized flame dynamics in 

the pre-lift-off region of the jet may contribute to the observed transient 

phenomena. Note that the reduction in AR  from 2.0 to 1.0 was merely 

illustrative, and the quantitative effects of combustion heat-release have to be 

understood more precisely. Now, we will consider the more realistic case of the 

force-ignited flamelet subjected to turbulent fluctuations, and relate the observed 

flame-response to spatial and temporal variations in the jet.  

 
Figure 10.7. Unsteady flame-response in terms of stT  (K) as a function of time 

(ms) for the baseline case without forced-ignition.  
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 Figures 10.7 and 10.8 show the temperature ( stT ) response as a function 

of time and axial location (x/d) in the jet, respectively, for the baseline case 

without forced-ignition. The unsteady flame autoignites after a certain delay time 

(~ 1.8 ms), and then undergoes transient extinction/reignition in the presence of 

rχ  fluctuations. As the excursions of stχ  above eχ decrease beyond about x/d = 

12, the unsteady flame-response transitions from extinction/reignition to 

temporary flame weakening followed by recovery. Moreover, notice from Fig. 

10.7 that as in the case of the studies discussed in Chapter 9 employing a higher 

fuel temperature of 1000 K, the unsteady flame (in the region 10≤x/d≤15) is 

more resistant to extinction, since frozen flow is not reached even for relatively 

large values of rχ  (> 2.0). These trends agree well with the expectation from 

scaling relations discussed before, which indicated that the natural lift-off height 

in the present jet is about x/d = 11.  

 

Figure 10.8. Unsteady temperature ( stT ) response as a function of x/d in the jet 

for the baseline case without forced-ignition.  
 
 
 

 It is interesting to observe from Figs. 10.7 and 10.8 that the flamelet 

traverses the distance from x/d = 6.5 to x/d = 11 in a relatively long time interval 
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t∆ of about 2.5 ms. Now, for the higher strain rate jet with dd 5.0~′ , the flamelet 

would traverse about half the distance with nearly the same velocity, so that t∆ is 

about 1.25 ms. In addition, it is estimated that the jet characteristic time-scale 

jt at x/d' = 11 is about 0.01 ms, so that 125~/ j

*

j ttt ∆= . This compares well in 

terms of order-of-magnitude with the value of 200 estimated for the gas jet 

equivalent to the measured diesel jet. Hence, the unsteady flame-response 

occurs over time scales comparable to those reported in the measurements.  

 
Figure 10.9. Unsteady temperature ( stT ) response as a function of x/d for the 

baseline case and Case A.  
 
 
 

 The unsteady temperature response is shown as a function of x/d for the 

baseline case and Case A in Fig. 10.9. Note that for Case A, we have not 

accounted for the effects of combustion heat release on rχ . We observe from 

Fig. 10.8 that soon after forced-ignition, the unsteady flame quenches in the 

presence of relatively strong fluctuations (i.e. rχ > 1), and the temperature 

relaxes to that of the baseline case, which autoignites only after a significant 

delay (> 1.5 ms). These trends agree well with the oscillatory perturbation cases 
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discussed before, and indicate that if the strain rate field in the pre-lift-off region 

is assumed to be unaffected due to heat-release, the mixing and flow-residence 

time scales are insufficient to sustain the forced-ignited flame.  

 

Figure 10.10. Unsteady temperature ( stT ) response as a function of x/d for the 

baseline case and Case B.  
 
 
 

On the other hand, consider Fig. 10.10 that compares the unsteady flame-

response for the baseline case and Case B. As evident from the figure, the 

amplitudes of rχ  are reduced for Case B to account for possible effects due to 

combustion heat-release. In particular, the mean and RMS values of the time-

record have been reduced by half. Figure 10.10 shows that the forced-ignited 

flame for Case B quenches soon after forced-ignition, but rapidly reignites due to 

sufficiently long mixing and residence times. Moreover, in qualitative agreement 

with the measured trends, the forced-ignited flame is sustained and the 

temperatures relax to values comparable to those for the baseline case at 

downstream jet locations.  
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Hence, the analysis presented here indicates that unsteady effects on the 

localized flame dynamics can contribute to physical processes that govern 

transient variations in diesel flame lift-off.  As discussed by Pickett et al. (2008), 

processes that affect transient lift-off dynamics are expected to play a role in the 

establishment of steady lift-off as well, following autoignition in the jet. Now, we 

will extrapolate the analysis in Chapter 9 under conditions closer to diesel 

applications to explore the potential impact of unsteady effects on predictions of 

steady lift-off. In particular, we choose fuelT  = 450 K, compared to 1000 K in 

Chapter 9, to simulate conditions closer to diesel chambers, and investigate the 

unsteady flame response to scalar dissipation rate fluctuations similar to what we 

did above, but with the focus now on steady lift-off.  

Recall from Chapter 9 that in investigating the unsteady response of 

flamelets, the initial condition was that of a steady flamelet. Another likely 

scenario in the near-field (pre-lift-off) region of the jet is that of an initially non-

reacting flamelet that autoignites in the presence of fluctuating strain, and then 

undergoes extinction/reignition. Hence, the unsteady responses of initially non-

reacting flamelets to ten turbulent time histories were simulated in addition to the 

scenarios beginning with a steady flame in Chapter 9.  

Consider Figs. 10.11 and 10.12, which show the unsteady temperature 

( stT ) as a function of x/d for five flamelet histories with initially non-reacting 

flamelets and initially steady flames, respectively. As before, the factor of 5 

scaling has been employed for the flamelet histories considered in Figs. 10.11 

and 10.12. Figure 10.11 shows that at upstream jet locations (x/d < 14), either 

autoignition does not occur, or it is followed by local extinction/reignition events. 

At downstream jet locations, the flamelets autoignite, and experience temporary 

flame weakening/recovery due to reduced fluctuations of rχ . Based on 

autoignition alone as the governing mechanism, the pre-lift-off region may be 

viewed as the region where multiple flamelet histories result in a relatively small 

probability for autoignition due to insufficient mixing and residence times. For 
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instance, at x/d = 11, only two (i.e. flamelets 1 and 3) of the five flamelets shown 

autoignite. 

 
Figure 10.11. Unsteady temperature ( stT ) response as a function of x/d in the jet 

for initially non-reacting flamelets.  
 
 
 

 Note that the evaluation above does not account for flame propagation 

from autoignited spots upstream into the jet. However, experimental (Pickett et 

al., 2005) and modeling (Kong et al., 2005) studies do not support upstream 

flame propagation as a likely mechanism for diesel flame stabilization 

(Venugopal and Abraham, 2007b).  As opposed to flamelets that autoignite, Fig. 

10.12 shows that the stT  response as a function of x/d in the jet for cases 

initialized with steady flamelets. As for the cases with fuelT = 1000 K discussed in 

Chapter 9, we observe a relatively high probability of extinction/reignition events 

at upstream jet locations. Note that the choice of a lower fuel temperature (= 450 

K) decreases the steady extinction limit eχ  from about 500 s
-1 at fuelT  = 1000 K to 



www.manaraa.com

 

 

292

about 170 s-1 at fuelT  = 170 s-1, as indicated before.  In other words, the 

characteristic chemical response time (~ 1

e

−χ ) becomes longer with  fuelT = 450 K.  

 
Figure 10.12. Unsteady temperature ( stT ) response as a function of x/d in the jet 

for initially steady flames.  
 
 
 

  A Damköhler number Da , which accounts for effects due to the chemical 

response time scale may be estimated as 

st

e

χ
χ

=Da ,                                                                                                      (10.2) 

where stχ represents the mean value of stχ  experienced by a flamelet as it 

traverses through time and space in the near-field of the jet. Hence, the range of 

values for Da  represents the range of Damköhler numbers of the flamelets that 

are likely to be encountered in the jet near-field. Note that stχ is different from 

stχ , which represents the temporal mean value of stχ at a given location. For the 

ten flamelet histories considered here, Da  lies in the range of 1.1-3.4 for the 
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flamelets with fuelT  = 450 K and 3.3-10 for the flamelets with fuelT  = 1000 K. 

Hence, with a lower fuel temperature, the flamelets are relatively strained and 

closer to extinction ( 1~Da ), and expected to respond with longer chemical time 

scales. Accordingly, from a comparison of Figs. 9.32 and 10.12, we observe a 

higher probability of extinction events (i.e. higher number of extinguishing 

flamelets) and a lower probability of reignition events at upstream jet 

locations(x/d < 14) with lower values of Da (i.e. lower fuel temperature). 

 As discussed before, both the scenarios involving initially non-reacting 

flamelets and initially steady flames are likely in the jet near-field, and may 

influence the steady lift-off height. In fact, the initially steady flames can be 

thought of as flames propagating upstream; such flames then encounter 

turbulent eddies and are subject to the time records as shown. We can compute 

the mean stT  values across the flamelet histories simulated accounting for both 

scenarios. In this context, the lift-off height may be viewed as the location up to 

which multiple flamelet histories result in relatively low probabilities for both 

autoignition and reignition events, and high probabilities for extinction events.  

Consider Fig. 10.13 that shows the mean stT  as a function of x/d in the jet. 

Predictions from the unsteady and steady flamelet models, and the steady-strain-

steady-flamelet (SFSS) model, which accounts only for the steady value of stT  at 

the mean (or steady) value of stχ (i.e. stχ ) are shown in the figure. It is interesting 

that the steady flamelet predictions agree well with those from unsteady flamelets 

at all axial locations. This indicates compensatory effects due to the 

overestimation of instantaneous temperatures by the steady flamelet model 

during reignition and the underestimation of temperatures during extinction. 

Moreover, Fig. 10.13 shows that the SFSS model predictions agree well with the 

other two models beyond x/d = 12, indicating that accounting for the transient 

flame-response to stχ  fluctuations is not critical beyond this location. However, at 

x/d = 12, the SFSS model predicts an extinguished flame, whereas the other two 

models predict temperatures about 40 % higher, indicating the importance of 
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transient reignition events ignored by the SFSS model, which contribute to higher 

temperatures with the steady and unsteady flamelet models.  

 
Figure 10.13. Mean values of stT (K) as a function of axial location, x/d, in the jet 

by accounting for both intially non-reacting and intially steady flamelets.  
 
 
 

Hence, it is expected that for jets with higher global strain rates, i.e. with 

strong stχ fluctuations and relatively strained flamelets (low values of Da ), 

accounting for flow-unsteadiness can potentially influence lift-off predictions. 

Moreover, as for the cases with fuelT  = 1000 K,  the mean NO mass fractions 

predicted using the steady flamelet and SFSS models show significant deviations 

from unsteady flamelet values at upstream jet locations (x/d < 14), whereas 

mean UHC mass fractions with all the three models agree well. Hence, the 

present results indicate that while steady flamelet models in the context of LES, 

i.e. accounting for stχ  fluctuations but not chemical phase-lag effects, may be 

reasonable for the prediction of mean temperatures, major species and UHCs, 

unsteady flamelets, i.e. accounting for both stχ  fluctuations and chemical phase-

lag effects, may be critical for mean NO predictions.  
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The discussions so far show that it is important to account for unsteady 

effects on the local flame structure in the near-field of high-Reynolds number jets. 

Recall that the flame-vortex interaction studies discussed in Chapters 6 and 7 

demonstrated the importance of unsteady effects as well. It was shown that 

unsteady flames extinguish at scalar dissipation rates higher than steady values, 

implying that the delayed response of the flame, i.e. unsteady effect, renders it 

more resistant to extinction. This finding was also supported in the results 

presented in Chapter 9, where the unsteady response of diffusion flamelets to 

temporal variations in the scalar dissipation rates was investigated. Moreover, 

while the unsteady flamelet studies (Chapter 9) provided insight into reignition 

through autoignition, the flame-vortex studies revealed mechanisms involving 

edge flame dynamics for reignition. In the section that follows, we will indicate the 

implications of the findings discussed above concerning unsteady 

extinction/reignition to turbulent combustion modeling, and explore possible 

approaches to incorporate the observed physics into large-scale simulations of 

jet flames. 

10.3. Flame-Vortex Studies: Relevance for Diesel Jets and Modeling 

Chapters 6-8 focused on the results from flame-vortex interaction studies. 

The simulated range of vortex and flame characteristics were estimated from the 

mean temporal statistics at different locations in the near field of a 70,000 

Reynolds number jet computed with LES. In addition, results from flame-vortex 

studies relevant for conditions in diesel engines were discussed. These results 

showed that the likely regimes of flame-vortex interactions in the near-field of 

high-Reynolds number jets are unsteady flame extinction and reignition. In the 

case of the flame-vortex interactions, however, reignition occurred through 

curvature effects and not through autoignition. We will now discuss the relevance 

of the findings with respect to extinction and reignition to turbulent combustion 

modeling. The implications for modeling discussed below pertain to diesel jet 

flames. Since the regimes of flame-vortex interactions are primarily dependent on 
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non-dimensional numbers, such as the length and velocity scale ratios, the 

implications may be valid for laboratory-scale flames (such as the Sandia flames 

(Barlow and Frank, 1998) E and F) as well, which result in similar values of the 

non-dimensional numbers. However, since the influence of factors, such as the 

pressure and the fuel-to-oxidizer density ratio, which differ significantly between 

diesel and laboratory-scale flames, has not been clarified in this work, we will 

limit our inferences to diesel flames.  

10.3.1. Flame Extinction: Implications 

An interesting and important observation in the extinction scenarios 

simulated in this work, in both flame-vortex and unsteady flamelet studies, is the 

distinction between unsteady and steady extinction limits. Traditionally, the 

steady extinction limit eχ  has been used to define characteristic time scales in 

diffusion flames (Vervisch and Poinsot, 1998) and parameterize flamelet libraries 

in flamelet models for turbulent non-premixed combustion (Peters, 2000). 

However, the present work shows that eχ  is not a relevant parameter for the 

highly unsteady flowfields encountered in high-Reynolds jet flames, such as 

those in diesel chambers. In particular, large values of the local chemical-to-

vortex time-scale ratios, i.e. relatively strained flamelets subjected to strong 

vortices, result in unsteady effects, which in turn lead to a delayed response of 

the flame, and extinction limits higher than eχ . Such unsteady extinction regimes 

have not been experimentally explored in detail. For instance, as discussed in 

Chapters 6 and 7, experiments of Santoro et al. (2000a) in vortex-perturbed 

gaseous methanol flames report unsteady limits only about 30 % greater than 

steady values, owing to chemical-to-vortex time-scale ratios smaller than unity, 

which essentially correspond to flames that can adjust rapidly enough to the 

imposed strain. However, recent numerical work of Oh et al. (2004) on vortex-

induced extinction of diluted methane/air opposed-flow flames report unsteady 
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limits higher than steady limits. As in the current work, Oh et al. considered 

vortices with characteristic time scales shorter than chemical time scales.   

While the distinction between unsteady and steady limits is an interesting 

finding, an important question in this context is: “What is a relevant criterion for 

extinction in highly unsteady flowfields, such as diesel chambers?” This question 

may also be recast as “How do we determine the unsteady extinction limit in a 

turbulent jet flame, e.g. a diesel jet flame, simulation?” Note that extinction 

processes are known to be important for flame lift-off (Peters and Williams, 1983; 

Venugopal and Abraham, 2007a, b). Hence, in a diesel jet simulation, unsteady 

extinction limits can be employed to identify the lift-off location. In trying to 

answer the question above, let us consider two important findings with respect to 

unsteady extinction. One, that eχ  is unsuitable to characterize extinction, as 

indicated before, and second, that the unsteady extinction limit is flow-

dependent, i.e. the unsteady limit increases with increasing vortex velocities (or 

the local turbulence intensities in a jet flame). These findings further indicate that 

the scalar dissipation rate χ  by itself may not be an appropriate parameter to 

characterize unsteady extinction. A similar viewpoint is expressed in the recent 

numerical work of Katta et al. (2004) involving vortex-induced extinction of 

hydrogen/air opposed-flow flames. The authors reported unsteady limits 

moderately higher (about 75 % higher) than steady limits. Conceptually, χ  

represents the local and instantaneous time scale of diffusion/mixing in the 

unsteady flame, but being the dissipation rate of a passive scalar, i.e. the mixture 

fraction, cannot account for chemical phase-lag effects. Consequently, unsteady 

extinction limits expressed in terms of χ  are flow-dependent, since the chemical 

phase lag effects would depend on the specific flow perturbation and the time 

histories to which the flame is subjected.  

In this context, the present work employed the 1=Da criterion (see Section 

6.3) to identify the onset of unsteady extinction. Since ( ) 1

cst

−= τχDa , it accounts 

for the instantaneous mixing time-scale ( 1

st

−χ ) and the instantaneous chemical 
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time-scale ( cτ ). Accordingly, 1=Da  represents the onset of extinction, when the 

instantaneous mixing time-scale becomes just shorter than the chemical time-

scale. It is evident that this criterion does not depend on the characteristics of the 

vortex and the flame. Recall from Section 3.3.2 that cτ  was estimated as the 

chemical time-scale (see Eq. (3.42)) for the product of combustion (e.g. CO2). In 

the context of a RANS/LES sub-model, the source term of a reactive scalar, such 

as the reaction progress variable c  (Pierce and Moin, 2004; Peters, 2000), can 

be employed to estimate cτ . Hence, the criterion for unsteady extinction may be 

expressed as 

( )( )
1

/,,

st

c ≤=
χ

ρχ cZw
Da

&
,                                                                                  (10.3) 

where ( )cZw ,,c χ&   represents the conditional mean source term of the progress 

variable. In the context of RANS/LES, c  is a modeled tracking scalar, just as the 

mixture fraction, and closure models are required for ( )cZw ,,c χ& . As in the recent 

LES studies of Pierce and Moin(2004) employing a steady flamelet/progress 

variable (FPV) model, c  may be chosen as the sum of  the mass fractions of 

major combustion products, for example,  H2OCO2 YYc +=   in the present case with 

a single-step kinetic model, and ( )cZw ,,c χ&   may be tabulated in a flamelet library.  

To illustrate the application of the criterion to unsteady flames, consider 

Fig. 10.14, which shows Da  as a function of rχ  during the extinction phase for 

different values of fvu  with 5.1r =l  and iDa = 30, where Da is computed using   

( )cZw ,,c χ& and stχ  (see Eq. (10.2)), and H2OCO2 YYc += . Note that the range of 

fvu employed fall in the range of ( )q0.125.0 −  at x/d = 12 close to the jet centerline 

(r/d  ≤  1.5). Consistent with prior studies (Oh et al., 2004; Venugopal and 

Abraham, 2008a) the unsteady limit (defined here at 1=Da ) decreases as ufv 

decreases. Moreover, we observe from Fig. 10.14 that the 24.1fv =u  vortex is not 

strong enough to quench the flame as Da  remains greater than unity. Hence, the 

present extinction criterion, i.e. 1=Da , accounting for chemical phase-lag effects 
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through a reactive scalar is more appropriate for unsteady flames in comparison 

to the eχχ =  criterion, and provides a means to estimate extinction limits in 

unsteady flowfields encountered in diesel jet flames. Note that since the scalar 

dissipation rate and the progress variable appear as parameters in the UFPV 

model discussed in Section 6.5 of Chapter 6, this criterion can be employed in 

the context of the UFPV model in RANS/LES. Now, we will discuss the 

implications of the findings related to reignition for turbulent combustion 

modeling.  

 

FIG. 10.14. Da  as a function of rχ  during the extinction phase for different 
values of fvu  for 5.1r =l  and 30i =Da .  

10.3.2. Reignition: Implications 

The flame-vortex interaction studies discussed in Chapters 6 and 7 

showed that reignition phenomena following extinction are governed by edge 

flame dynamics aided by the vortex-induced curvature. As discussed in Chapter 

7 (Section 7.2), reignition through edge flame scenarios are likely for relatively 

small vortices (or small scales, for e.g. rl < 3.0), when the proximity of the edge 

flames and relatively less diluted fractions in the quenched regions may promote 
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reignition through lateral heat and species diffusion before autoignition can occur. 

However, recall that in the previous section, the reignition scenarios observed 

occurred only through autoignition due to the choice of the 1-D flamelet 

formulation. It is expected that as relatively large vortices (e.g. rl > 3.0) are 

considered, the influence of the vortex-induced curvature would decrease, and 

the flamelets would reignite through autoignition following extinction. As 

discussed in Section 7.5 of Chapter 7, we encounter relatively large values of rl  

(> 4.0) and relatively small values of fvu (< 3.0) at radial locations far from the 

centerline (r/d > 1.0) at a given axial location. In the case of the 70,000-Re jet, 

this results in temporary flame-weakening/recovery events, as indicated by the 

trends from flame-vortex interaction studies (see Fig. 7.19), and confirmed in the 

unsteady flamelet studies presented in Chapter 9. However, for higher-Re jets 

with higher local values of fvu , the radial locations far from the centerline (r/d > 

1.0) may experience extinction, and reignition through autoignition, as shown in 

Section 9.4.   

In addition, the tendency for reignition through autoignition may increase 

as faster chemical time scales and thinner flames are considered. For instance, 

in heavy-duty diesel engine applications, higher pressures (60-80 bar) and higher 

chamber temperatures (1200-1300 K) are encountered, which would result in 

thinner flames with larger rl  values. It would be interesting to consider higher 

pressure and temperature flames, and explore the modes of reignition.  

In the flame-vortex studies, owing to the relatively large values of fvu (> 

1.0) and vRe  (> 100) characteristic of the near-field of diesel jet flames, we 

observed in Chapter 7 that the vortex-induced flow had a dominating influence on 

the edge flame dynamics. Note that experiments in vortex-perturbed flames 

(Santoro et al., 2000a; Santoro and Gomez, 2002) with relatively low-Re vortices 

( vRe  < 100) reveal complete viscous dissipation of the vortex following extinction, 

so that reignition occurs solely by edge flame propagation. The dominance of the 

vortex-induced flow on the reignition mechanisms suggests that relatively simple 
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kinetic models may be adequate to capture the physics. This observation was 

confirmed in Chapter 8, where flame-vortex simulation results with multi-step n-

heptane chemistry showed good qualitative agreement with that employing 

single-step chemistry with respect to physical mechanisms for reignition.  

In Chapter 6, we showed that the unsteady flamelet/progress variable 

(UFPV) (Pitsch and Ihme, 2005) with the instantaneous scalar dissipation rate 

and the instantaneous progress variable as model parameters adequately 

describes the unsteady extinction/reignition phenomena observed in the flame-

vortex simulations. In the context of applying the UFPV model to RANS/LES, the 

mean/filtered progress variable c~  (see Eq. (6.8)) has to be solved through a 

transport equation, and closure approximations are required for the conditional 

mean source term of the progress variable, cw& (see Eq. (6.9)). In the versions of 

the flamelet/progress variable models developed so far in the literature for 

reacting-LES (Pierce and Moin, 2004; Pitsch and Ihme, 2005), cw& is directly 

tabulated in a flamelet library for look-up.  Due to the 1-D nature of the flamelet 

formulation, such an approach involving the tabulation of cw& using the flamelet 

equations accounts for reignition through autoignition, but not through edge flame 

dynamics that involve curvature effects. Hence, in a RANS/LES UFPV model 

accounting for reignition through edge flame effects, cw&  has to be related to edge 

flame characteristics, such as the edge displacement speed (Buckmaster, 2002).  

One possible approach is to invoke an analogy with progress variable 

models for turbulent premixed combustion (Peters, 2000), and estimate cw& as 

( ) cScZw ∇= edgec ,, ρχ& ,                                                                                     (10.3) 

where edgeS   represents the edge displacement speed. To model edgeS , theoretical 

formulations relating edgeS  to the Damköhler number (Da) at the flame-edge can 

be employed (Hermanns et al., 2007).  

In addition, appropriate forms of the subgrid PDF of the progress 

variable, ( )cP , would have to be presumed to estimate the unconditional 
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mean/filtered source term, ( )cZw ,,
~

c χ& . For instance, the recent modeling studies 

of Ihme et al. (2006) comparing the FPV model predictions to the DNS database 

of Sripakagorn et al. (2004) indicate sensitivity of the model to the choices for 

( )cP . Hence, while the present work shows that the UFPV model is a potential 

improvement over steady flamelet models for the prediction of 

extinction/reignition, further studies may be required to obtain closure sub-

models involved in its implementation in RANS/LES. 

10.4. Summary and Conclusions 

In this chapter, we discussed how the findings from the present work can 

be employed to provide insight into observed near-field phenomena in diesel jets, 

and the implications of the findings for turbulent combustion modeling in the 

near-field of high-Reynolds number jets encountered in diesel applications.  

Recent experimental observations related to transient variations in diesel 

flame lift-off in the presence of laser-ignition were discussed. It was shown that 

the qualitative trends in the measurements can be adequately described based 

on the effects of unsteadiness on the localized flame dynamics. Specifically, it 

was proposed that combustion heat-release from the forced-ignited flamelets 

upstream of the natural lift-off location reduces the scalar dissipation rate 

magnitudes in the pre-lift-off region. With this assumption, the forced-ignited 

flamelets are sustained for a relatively long time ( )10(~ 2*

j Ot ), and gradually 

convect to the natural lift-off location. These trends agree well with 

measurements.  In addition, the role of transient flame response to scalar 

dissipation rate fluctuation in the prediction of steady lift-off heights was explored. 

As an extrapolation of the analysis presented in Chapter 9, flamelets with a lower 

fuel temperature (= 450 K) more common in diesel engine applications were 

considered. Results showed that as in the case of flamelets with higher fuel 

temperatures (= 1000 K) considered in Chapter 9, steady flamelet models 

predicted mean values of temperature close to those with unsteady flamelets, 
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due to compensatory effects during extinction and reignition.  However, at 

upstream jet locations (x/d = 12), predictions from a steady-flamelet-steady-strain 

(SFSS) model, which accounts only for the steady(or mean) temperature at the 

steady(or mean) scalar dissipation rate, were as much as 40 % lower than those 

with unsteady and steady flamelets. This indicates that accounting for the 

transient flame response to scalar dissipation rate fluctuations is important for the 

prediction of near-field phenomena, such as lift-off, in high-Re jets.  

The implications of the findings from the flame-vortex studies, related to 

unsteady extinction and reignition, for the modeling of diesel jet flames were 

discussed.  With respect to extinction, it was shown that a criterion based on the 

Damköhler numberDa , where Da  is computed in terms of the conditional mean 

scalar dissipation rate (mixing time-scale) and the conditional mean source term 

of the reaction progress variable (chemical time-scale), is more appropriate for 

unsteady flames than the eχχ =  criterion. This criterion, 1=Da , for the onset of 

unsteady extinction, was employed to estimate unsteady extinction limits across 

the range of vortex velocity scales (or fvu ) considered in this work. In agreement 

with prior works, the unsteady limit was found to decrease with decreasing vortex 

velocity scales. The 1=Da criterion can be employed as an unsteady extinction 

criterion to identify lift-off heights in RANS/LES of diesel jets with the UFPV 

model.  

With respect to reignition, the flame-vortex studies show that for conditions 

typical of high-Reynolds number jet flames in diesel chambers, curvature effects 

and edge flame dynamics are important. In this context, it was shown in Chapter 

6 that the unsteady flamelet/progress variable (UFPV) model with the 

instantaneous scalar dissipation and the instantaneous progress variable as 

model parameters adequately describes vortex-induced extinction/reignition. 

However, models for the conditional mean source term of the progress variable 

and the subgrid PDF of the progress variable are required. In order to account for 

reignition through edge flame dynamics in the UFPV formulation, it is proposed 

here that closure approximations similar to those in progress variable models for 
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turbulent premixed combustion can be employed. In particular, the progress 

variable source term is related to the edge flame displacement speed, which can 

be tabulated as a function of the Damköhler number at the edge location.  
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CHAPTER 11. SUMMARY, CONCLUSIONS AND FUTURE WORK 

11.1. Introduction 

The present work is focused on the numerical simulations of localized 

flame dynamics in the near-field of high-Reynolds number jets. Such jets are 

important in a range of practical applications, e.g. diesel engines, gas turbines. 

This work is motivated by diesel engine applications, though the findings have 

broader implications. The near-field of turbulent reacting jets is characterized by 

complex interactions between turbulence and chemistry, which could influence 

and/or lead to a variety of processes, such as autoignition, partially-premixed 

flame propagation, and local extinction/reignition. The interplay of these 

processes in the near-field of the jet may result in flame lift-off, where the jet 

stabilizes at a certain distance, i.e. the lift-off height, from the injector.  

Recent experiments (Siebers et al., 2002; Pickett and Siebers, 2004) in 

diesel jet flames have shown that flame lift-off can be correlated with the 

formation of pollutants, such as soot, in the jets. This correlation arises because 

the same processes which influence lift-off also influence fuel/air premixing in the 

near-field. The accurate representation of these physical processes in models is, 

hence, necessary if such models are employed to optimize diesel engine 

combustion. The ability of such models to predict lift-off is indicative of their 

accuracy. To develop models, the understanding of the physical mechanisms 

governing jet near-field phenomena, such as lift-off, is important. Conventional 

modeling approaches employing RANS-based closures, such as steady 

flamelets (Venugopal and Abraham, 2007a) and perfectly-stirred-reactors (Kong 

et al., 2005a) are successful in predicting lift-off only over a limited range of 

operating conditions, thereby indicating that they lack accurate representation of 
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the physics. Moreover, due to the inherent lack of effects due to flow-

unsteadiness, RANS-based models cannot predict transient variations in the lift-

off height and the near-field flame structure (Pickett et al., 2008). Hence, the 

present work seeks to provide insight into the near-field jet flame dynamics.  

The following are the three primary questions addressed in this work: 1.) 

What are the likely regimes of localized flame dynamics in the near-field of high-

Reynolds number jets? 2.) How do unsteadiness and curvature influence the 

flame dynamics in the jet near-field? 3.) What modeling approaches are 

applicable to predict the local flame structure in the near-field?  

The approach adopted consists of the LES of a 70,000 Reynolds number 

isothermal variable-density round jet to compute turbulent statistics, and studies 

of flame-vortex interactions and unsteady flamelets using the information 

obtained from LES. In particular, the LES is employed to estimate mean turbulent 

integral length and velocity scales, and time-averaged values and turbulent time 

records of conditional-mean scalar dissipation rates in the jet near-field (x/d < 

25). The flame-vortex interaction studies provide insight into the detailed effects 

of a single length-scale (or a turbulent eddy) on the local flame structure, effects 

due to unsteadiness and curvature, applicability of modeling approaches such as 

steady-flamelet and flamelet/progress variable models, and directions for the 

development of improved models. On the other hand, the studies of unsteady 

flamelets subjected to turbulent time records of the scalar dissipation rates 

provide insight into the simultaneous effects of a spectrum of turbulent scales on 

the local flamelet structure, unsteady responses of the flame temperature, major 

species and pollutants, and the applicability of steady flamelet models in 

unsteady flowfields. The simulated fuel/oxidizer temperatures and pressure are 

representative of diesel engine combustion chambers.   

In the summary that follows, we will first discuss LES studies, and then 

studies of flame-vortex interactions and unsteady flamelets. Thereafter, in 

Section 11.3, we will highlight some of the key assumptions in the present 

approach, and discuss the implications of the assumptions on the findings from 
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this work. Directions for future work are discussed in Section 11.4; this future 

work will include suggestions for relaxing some of the assumptions.  

11.2. Summary and Conclusions 

11.2.1. LES Studies of Jet Near-field Turbulent Statistics 

In this work, we employ LES to estimate the statistics of the velocity and 

mixture fraction fields in the near-field of a 70,000 Reynolds number isothermal 

variable-density round gaseous fuel jet. The LES model is validated for the 

prediction of velocity and mixture fraction statistics through comparisons with 

available experimental data in self-similar jets. Mean turbulent length ( l ) and 

velocity scales ( q ), and time-averaged conditional mean scalar dissipation rates 

( Zχ ) are estimated at different locations in the jet near-field, which are used to 

initialize the vortex and flame characteristics in the flame-vortex studies. In 

addition, turbulent time records of the stoichiometric conditional-mean scalar 

dissipation rates ( stχ ) are computed, which are then employed to investigate the 

unsteady response of diffusion flamelets.  

In Chapter 2 of the thesis, prior LES studies (DeBonius and Scott, 2002; 

Bogey et al., 2003, Ribault et al., 2001) focusing on velocity and passive scalar, 

i.e. mixture fraction, statistics in high-Reynolds number isothermal jets are 

reviewed. These studies have focused on constant-density jets, while variable-

density jets are typical in diesel engine applications. Hence, in the present work, 

a variable-density jet with an injected-to-ambient gas density ratio of 3.5 is 

simulated, and turbulent statistics are computed in the near-field of the jet.  

The numerical formulation and computational conditions employed for the 

LES in the present work are presented in Chapter 3. The LES is performed with a 

numerical code that solves the filtered governing equations on a 3-D non-uniform 

Cartesian grid with 6th-order spatial accuracy and 4th-order time integration. 
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Subsonic inflow and non-reflective outflow characteristic boundary conditions 

extended to account for multicomponent gaseous mixtures are employed. To 

trigger transition to turbulence, a vortex-ring perturbation technique is used at the 

jet-inlet. A 6th-order tridiagonal filter is used for spatial filtering, and the constant-

coefficient Smagorinsky model is employed for subgrid scale closure. Gaseous 

n-heptane is injected at 1000 K into an ambient gas comprising diluted air (15 % 

O2 + 85 % N2 molar) at 1000 K. A relatively high ambient pressure of 40 bar is 

chosen to simulate conditions in diesel combustion chambers. The inlet jet 

Reynolds number is 70,000, based on the injection velocity of 42.5 m/s and the 

inlet jet diameter (d) of 1 mm.  This Reynolds number (Re) is representative of 

those in diesel jets where the injection velocity is higher and the diameter lower 

by an order-of-magnitude. A 3-D non-uniform grid with about 5.1 million grid 

points is employed to simulate a computational domain measuring 40dx14dx14d. 

The physical jet near-field region of interest extends up to 25d, beyond which a 

numerical sponge layer with exponential grid stretching and artificial damping is 

employed to prevent spurious pressure reflections from the exit boundary.  

Results from the LES studies are discussed In Chapter 5. Turbulent 

statistics of the velocity-field and the mixture fraction field are computed by 

temporal and spatial (azimuthal) averaging of the instantaneous flowfield to 

estimate mean length-scales, velocity-scales and scalar dissipation rates, which 

are employed in the studies of flame-vortex interactions.  To validate the LES 

model, computed means and variances of the velocity and mixture fraction fields 

are compared with available experimental data in self-similar jets. In particular, 

computed mean jet spreading rates and centerline decay rates based on the 

velocity and mixture fraction agree within 25 % with experimental data in self-

similar constant-density and variable-density jets. On the other hand, the 

computed normalized mean radial profiles of axial velocity and mixture fraction 

agree within 10 % with measured data, though the profiles at different axial 

locations lack self-similarity. Greater differences with experimental data up to 

about 25 % and 20% were found with respect to normalized mean radial profiles 



www.manaraa.com

 

 

309

of turbulent kinetic energy and filtered mixture fraction variance, respectively. 

Apart from the inadequacies of the constant-coefficient Smagorinsky subgrid-

scale model, the lack of self-similarity in the simulated near-field region is a likely 

cause for the discrepancies with measured data, which are available only in the 

self-similar region (x/d > 50). Nevertheless, the overall reasonable agreement 

(within 25 %) of the computed 1st and 2nd order statistics with measured data 

lends credence to the LES model employed here.  

Mean integral length-scales ( 11L ) are estimated from the two-point space 

correlations of fluctuating axial velocities. At axial distances x/d=16 and x/d = 20, 

far enough from the potential core, the integral length-scales increase as we 

proceed downstream in the axial direction and radially away from the centerline 

for a given axial location. The quantitative estimates show good agreement with 

the experimental values of Wygnanski and Fiedler (1969) in self-similar jets. The 

range of values of the initial vortex length-scale ( vd ) in the flame-vortex studies is 

chosen from the range of values estimated for 11L  and Taylor microscales (λ ) at 

different locations in the jet. Similarly, the initial vortex velocity-scale ( vu ) is 

chosen from the range of values of the mean turbulent velocity-scale (q ) which, 

as expected, decreases as we proceed downstream in the jet due to turbulent 

mixing. In addition, the time-averaged conditional mean scalar dissipation rates 

( Zχ ) are estimated at different axial locations in the jet. In qualitative agreement 

with the experiments of Namazian et al. (1988), Zχ  shows a double-peak radial 

profile, and decays strongly (~ x-4) as we proceed axially downstream in the jet. 

Accordingly, the mean diffusion layer thickness (δ ) increases sharply at 

downstream jet locations. In contrast, 11L  and q , show a gradual (~ x1.0 ) 

increase and decrease, respectively, with axial location. This leads to decreasing 

values of the length-scale ratio rl (= δ/vd ) with increasing axial locations in the jet 

near-field. The implications of these trends on the localized flame dynamics are 

explored in the studies of flame-vortex interactions, which are discussed in 

Chapters 6 and 7.  
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In addition to temporal mean statistics, turbulent fluctuations of the 

stoichiometric conditional-mean scalar dissipation rates ( stχ ) are characterized in 

the near-field of the jet. At upstream jet locations, e.g. at x/d = 12, close to the jet 

centerline (r/d ≤  1.5), repeated excursions of stχ above the steady extinction limit 

eχ  are observed. However, these excursions are relatively short-lived, and 

followed by relatively low values. The probability-density-function (PDF) of the 

time records of stχ  at the different jet locations x/d = 12, 16 and 20 are 

computed, and compared with the lognormal distribution. Consistent with trends 

reported in measurements (Namazian et al., 1988, Effelsberg and Peters, 1988), 

the lognormal distribution provides a reasonable approximation for the PDF of 

stχ . The unsteady response of diffusion flamelets to the turbulent fluctuations of 

stχ  in the jet near-field is investigated in Chapter 9.  

11.2.2. Flame-Vortex Interaction Studies 

Using the turbulent statistics from the LES, flame-vortex interaction 

studies are carried out to understand the likely regimes of localized flame 

dynamics in the near-field of the jet. Specifically, the initial characteristics of the 

vortex ( vv ,ud ) and the flame (δ ) are obtained from the mean turbulent statistics. 

In the flame-vortex interaction studies, effects due to unsteadiness and curvature 

are investigated, and the applicability of modeling approaches, such as flamelet 

and flamelet/progress variable models, are assessed.  

Chapter 2 of the thesis reviews prior works related to non-premixed flame-

vortex interactions. Though regimes, such as rollup and straining, have received 

considerable attention (Renard et al., 2000), studies focusing on vortex-induced 

extinction and reignition are limited in the literature. Recent studies focusing on 

unsteady extinction (Santoro et al., 2000; Katta et al., 2004; Oh et al., 2004) 

show that unsteady extinction scalar dissipation rates in vortex-perturbed flames 

could differ from steady limits, i.e. eχ . In particular, when the vortex-to-flame 
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characteristic time scale ratio ( rτ ) is greater than unity, the unsteady flame 

responds with a phase-lag to the imposed vortex-perturbation, and the delayed 

response renders the unsteady flame more resistant to extinction. In the present 

work, rτ  values up to 100 are simulated corresponding to 70,000-400,000 Re 

jets. Hence, strong unsteady effects on the flame-response are expected for the 

vortex-perturbed flames simulated here. Moreover, recent studies (Oh et al., 

2004) show that unsteady extinction limits are flow-dependent, and increase with 

increase in the vortex velocity-scale. Results from the present work corroborate 

the findings of Oh et al. (2004), and an extinction criterion more appropriate for 

unsteady flames than the eχχ = criterion is proposed. Furthermore, the review of 

the flame-vortex studies in the literature shows that curvature effects, i.e. effects 

due to vd , have received only limited attention. In the present work, curvature 

effects on extinction are clarified for relatively large vortex Reynolds numbers (> 

100).  

In addition to vortex-induced extinction, Chapter 2 reviews recent works 

on reignition phenomena in non-premixed flames. A recent DNS study of 

diffusion flames evolving in isotropic turbulence (Sripakagorn et al., 2004) shows 

that following local extinction, reignition may occur either through autoignition, or 

through interactions with neighboring burning regions, which involve the 

dynamics of edge flames. Moreover, the DNS results indicate that reignition 

through autoignition is probable only when the excursions of stχ above eχ are 

relatively small, and last for a relatively short period. The importance of edge 

flame propagation scenarios for reignition phenomena has also been confirmed 

in recent experimental works on vortex-perturbed flames (Santoro et al., 2000; 

Santoro and Gomez, 2002; Amantini et al., 2005; Amantini et al., 2007), and 

DNS studies of jet flames (Pantano, 2004; Hawkes et al., 2007) at relatively low 

jet Re (< 10000). These studies show that the dynamics of edge flames is 

strongly influenced by the excursions of stχ above eχ , and the edges propagate 

towards the extinguished regions as ignition fronts only for values of stχ  smaller 
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than eχ . Note, however, that studies above have considered quasi-steady 

flowfields, where the steady limit eχ  serves as a useful indictor of extinction and 

edge-flame propagation characteristics. In the present work, it is shown that eχ  is 

inappropriate for the highly unsteady flowfields encountered in the near-field of 

high-Re jets, and a criterion based on Da  that is applicable to unsteady 

extinction/reignition is discussed. Moreover, studies so far have not clarified the 

effects due to curvature in unsteady flowfields with extinction/reignition 

phenomena, which is the focus of the present work. Moreover, conventional 

modeling approaches, such as steady flamelets (Peters, 1984), and the more 

recently developed flamelet/progress variable (FPV) models (Pierce and Moin, 

2004; Pitsch and Ihme, 2005) have not been assessed for prediction of 

extinction/reignition. The present work provides an assessment of these models, 

and provides directions for the development of improved models.  

 The numerical formulation for the flame-vortex interaction studies is 

described in Chapter 4. The numerical schemes for spatial and temporal 

discretization and the implementation of boundary conditions are similar to those 

for the LES. A 1-D diffusion flame is initialized in the 2-D domain with pure n-

heptane at 1000 K on one side, and 15 % O2 + 85 % N2 in molar composition at 

1000 K on the other side. A counter-rotating vortex-pair from the air-side is 

allowed to self-propagate and impinge on the flame. The pressure is 40 bar to 

simulate conditions in diesel chambers. A single-step kinetic model with n-

heptane as the representative fuel is employed. The flame-vortex interaction is 

characterized by the following set of non-dimensional numbers: the vortex-to-

flame length-scale ratio rl  that governs curvature effects, the vortex-to-flame 

velocity-scale ratio fvu  that governs unsteady effects, the initial flame Damkıhler 

number iDa , which is a flame strength parameter affecting both unsteady and 

curvature effects through rl  and fvu , the vortex Reynolds number vRe , which 

represents the relative importance of viscous effects, and the vortex Damköhler 

number vDa , which measures the relative magnitude of the characteristic vortex 
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time-scale with respect to the chemical time-scale. In addition, a scalar 

dissipation ratio rχ  is defined which measures the departure of the instantaneous 

scalar dissipation rate at the stoichiometric mixture fraction stχ  from the steady 

extinction limit eχ , and hence quantifies unsteady extinction limits.  

The results from the flame-vortex interaction studies are discussed in 

Chapters 6 and 7. These studies explore the regimes of localized flame 

dynamics in the jet near-field region, 20/12 ≤≤ dx , and 5.1/0 ≤≤ dr . The region 

close to the jet centerline is chosen, since the most energetic eddies capable of 

inducing critical regimes, such as local extinction/reignition, are likely to occur in 

this region. Moreover, the average values of 11L , λ , q  and Zχ  in the radial 

region, 5.1/0 ≤≤ dr , are employed at several axial locations to estimate the 

range of values for vd , vu  and δ .  

In Chapter 6, the flame-vortex interaction outcome for a baseline case,  

which corresponds to the axial location x/d = 12, is investigated. The non-

dimensional parameters of interest have the following values at this axial 

location: 30,85.5,5.1 ifvr === Daul . For these conditions, local extinction along the 

symmetry axis of the vortex-pair followed by reignition and pocket formation is 

observed. The extinction phase is characterized by strong unsteady effects due 

to the relatively large value of fvu  (> 1.0). The unsteady extinction limit, defined 

at 1=Da , is about 2 times the steady limit eχ , clearly invalidating the use of 

steady flamelet libraries to predict the vortex-induced extinction behavior.  In 

addition, the dominant heat loss mechanisms are convective and diffusive heat 

fluxes in the flame-normal direction. Heat fluxes in the lateral direction are 

relatively small. In other words, curvature effects are minimal during the 

extinction phase and the flame-response resembles that of a 1-D unsteady 

flamelet. On the other hand, the reignition phase is dominated by curvature 

effects. Through a series of transient events that involve rollup of the edge 

flames created after extinction, and flame-flame interactions manifesting as 

lateral heat and species diffusion from the edge-flames to the quenched region, a 
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reconnected, i.e. reignited, flame is established.  Consistent with prior works 

(Santoro et al., 2000; Pantano, 2004), the dynamics of the edge-flames is 

strongly influenced by the instantaneous scalar dissipation rate χ . While the 

edges initially recede away from the extinction hole due to values of χ  higher 

than eχ , the edge-flames propagate towards the quenched regions once χ values 

relax to values lower than eχ  due to the vortex-induced mixing.  

In the context of modeling, it is shown in Section 6.5 of Chapter 6 that an 

unsteady flamelet/progress variable (UFPV) model (Pitsch and Ihme, 2005) 

accurately describes the unsteady extinction/reignition events observed in the 

flame-vortex studies. In the UFPV model, the instantaneous scalar dissipation 

rate ( χ ) and the instantaneous progress variable (c ) are specified as model 

parameters. Possible ways to implement the UFPV model as a RANS/LES 

submodel are discussed in Section 6.5. It is emphasized that while the present 

work validates the UFPV model for the prediction of extinction/reignition from a 

fundamental, i.e. flame-vortex, viewpoint, accurate closure models for the source 

term and subgrid PDF of the progress variable would be required in the large-

scale RANS/LES of a diesel jet flame.  

Chapter 7 builds on the findings in Chapter 6 and explores the effects due 

to unsteadiness and curvature on the flame-vortex interaction outcomes for a 

wider range of non-dimensional parameters. In doing so, insight is provided into 

the range of possible outcomes of flame-turbulence interactions in the jet near-

field. The studies show that the velocity-scale ratio fvu  governs unsteady effects. 

Consistent with the prior work of Oh et al. (2004) on vortex-induced extinction, 

the unsteady effects increase with an increase in fvu  and result in higher values 

of rχ  at extinction, and decreasing time scales for extinction. With respect to 

reignition, higher values of fvu  result in higher rates of partial-premixing and 

faster reignition. On the other hand, curvature effects are governed by the length-

scale ratio rl . Decreasing values of rl result in faster rate of increase of rχ , which 
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leads to shorter extinction time scales. However, due to minimal partial-premixing 

during the extinction phase, these hydrodynamic effects due to rl  on extinction 

are captured by 1-D unsteady flamelet models even for relatively small vortices 

( rl ~ 0.75). The length-scale ratio ( rl ) has a significant effect on reignition through 

flame-flame interactions aided by the vortex-induced curvature. In particular, 

larger vortices ( rl = 3.0) result in large extinguished regions with significant 

diluted fractions and considerable rollup of the edge flames, thereby decreasing 

the tendency for reignition. On the other hand, smaller vortices ( rl = 0.75) rapidly 

reignite following extinction due to strong flame-flame interactions and reduced 

rollup of the edge flames.  

To specifically characterize the variation of unsteady and curvature effects 

in the jet near-field, the flame-vortex interaction outcomes corresponding to the 

near-centerline region at three axial locations, x/d = 12, 16 and 20, are 

compared. The comparisons show decreasing tendency for extinction and 

increasing tendency for reignition and pocket formation at downstream axial 

locations. It is shown that decreasing values of fvu  at downstream axial locations 

has a predominant influence on extinction, resulting in diminishing effects due to 

extinction and longer extinction time scales. On the other hand, decrease in 

values of rl  has a dominant effect on reignition, which leads to stronger flame-

flame interactions and faster reignition. For the length scales relatively small 

compared to the flame ( rl = 0.3) that are likely to occur at downstream locations 

(x/d = 20), flame-flame interactions are strong enough to prevent extinction, so 

that we encounter pocket formation regimes without extinction. The observed 

interaction regimes are summarized on an outcome diagram constructed with rl  

and fvu  as axes, which is useful to understand the nature of localized flame 

dynamics in the near-field of the jet. This outcome diagram represents universal 

trends based on flame-vortex interaction studies, which would be valid for a wide 

range of vortex and flame characteristics that result in non-dimensional numbers 

similar to those employed here. However, certain trends with respect to the jet, 
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such as increasing curvature effects with axial location, may be specific to the 

simulated near-field region (x/d < 25).  

The studies discussed in Chapters 6 and 7 employ a single-step kinetic 

model for n-heptane. While the single-step kinetic model results in a well-defined 

chemical time-scale and non-dimensional numbers, such as fvr ,ul  and iDa , that 

govern the flame-vortex interactions, it is important to assess whether the 

physical mechanisms revealed by the single-step model results remain valid with 

realistic multistep chemistry. Hence, Chapter 8 focuses on flame-vortex 

interaction studies for a limited set of conditions using a skeletal 56-step kinetic 

mechanism for n-heptane, developed by Peters et al. (2002). The chosen 

mechanism is validated through comparisons with available experimental data at 

1 bar for the prediction of non-premixed flame structure and extinction, as well as 

partially-premixed flame structure. However, in the absence of experimental data 

on flame extinction at 40 bar for mechanism-validation, we defer from drawing 

conclusions about reaction pathways and chemical species contributing to 

extinction/reignition. Instead, we focus on the physical mechanisms for 

extinction/reignition, and overall trends in the formation rates of major species 

such as CO2 and H2O, intermediates such as CO, and pollutants such as NO and 

UHC, for varying vortex length and velocity scales. The vortex and flame 

characteristics chosen for the multistep chemistry studies correspond to mean 

temporal statistics from LES at the jet location, x/d = 12, in the radial region, 

0≤ r/d≤1.5.  

The studies presented in Chapter 8 show similar qualitative trends with 

respect to physical mechanisms for extinction and reignition as those in Chapters 

6 and 7. In particular, the vortex-perturbed flame extinguishes at stχ values higher 

than eχ , and the flame behaves as a 1-D unsteady flamelet until extinction with 

minimal effects due to partial-premixing. As in the case of the single-step model, 

lateral diffusion of heat and species from the rolled-up edge flames leads to 

reignition. Furthermore, consistent with the single-step model results discussed 

in Chapter 7, extinction/reignition time scales decrease as the vortex velocity 
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increases, and as the vortex length scale decreases. Hence, the outcome 

diagram and the conclusions drawn in Chapter 7 about the nature of variation of 

unsteady and curvature effects in the jet near-field with a single-step chemistry 

model are expected to hold for more detailed chemistry models.  

In addition to the general conclusion drawn on single-step vis-à-vis 

multistep chemistry models, the studies of Chapter 8 provide useful insight into 

the spatio-temporal distribution of the major species and pollutants. Major 

species, such as CO2 and H2O, form predominantly in the reconnected flame, 

and their total concentrations increase with a decrease in the velocity scale due 

to increased flame rollup and burned areas and longer residence times. Similarly, 

the total concentrations of CO2 decreases as the vortex length scale decreases 

due to reduced flame rollup and burned areas. On the other hand, maximum CO 

concentrations occur in the fuel-rich vortical pocket that forms during the 

reignition phase. Consequently, total CO concentrations increase with an 

increase in the vortex length-scale since larger fuel-rich pockets are formed. 

However, total CO concentrations show minimal changes with an increase in the 

velocity scale due to compensatory effects of partial-premixing that creates richer 

fractions in the vortical pocket (thereby increasing total CO), and straining that 

leads to thinner diffusion layers and reconnected flames (thereby decreasing 

total CO).  The pollutant NO is observed to respond with a significant phase lag 

due to the vortex-perturbation, and shows a relatively small decrease (~ 20 %) 

during the extinction phase. In contrast, UHC responds much faster and 

increases by as much as 10 times during the extinction phase, before relaxing to 

values comparable to those in the unperturbed flame. This trade-off between NO 

and UHC is explored in detail in Chapter 9. Furthermore, peak concentrations of 

NO occur in the reconnected flame, due to high temperatures, and in the 

relatively fuel-rich pocket, possibly due to slow response times and unsteady 

effects. Similar to CO2, the total NO concentrations increase with a decrease in 

the vortex velocity scale, and decrease as the length-scale is reduced. On the 

other hand, total UHC concentrations in the computational domain showed 
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minimal changes (within 5 %) due to interactions with the relatively small vortices 

employed here.  

Implications of the findings discussed above from the flame-vortex 

interaction studies for turbulent combustion modeling in diesel jet flames is 

discussed in Section 10.3 of Chapter 10. Based on the findings, it is expected 

that unsteady effects would be important in the near-field of diesel jets, where 

flame lift-off occurs. Since extinction processes are known to contribute towards 

mechanisms for lift-off (Peters and Williams, 1983; Venugopal and Abraham, 

2007), unsteady effects on local extinction need to be included in the modeling of 

the diesel jet near-field. In this context, an extinction criterion 1=Da , where Da  is 

the Damköhler number based on the conditional mean scalar dissipation rate 

( stχ ) and the conditional mean source term of the progress variable ( cw& ), is 

proposed. It is shown through investigations of vortex-induced extinction 

behavior for different vortex velocities that this criterion is more useful than the 

commonly employed est χχ = criterion to predict trends in unsteady extinction and 

estimate unsteady extinction limits, regardless of the vortex and flame 

characteristics. This criterion may be employed in UFPV models, where the 

scalar dissipation rate and progress variable appear as model parameters.  

Section 10.3 also discusses the implications of the findings related to 

reignition from the flame-vortex simulations for the near-field of diesel jets. The 

flame-vortex simulations corresponding to the near-field of the 70,000 Re jet 

show that reignition phenomena through edge flame dynamics are likely for 

relatively small values of the length-scale ratio rl (< 3.0) and relatively large 

values of fvu (> 1.0). In a higher Re (~ 400,000) jet representative of diesel 

applications, significantly higher values (up to 30 times) of the global strain rate 

(= dU /inj ) will result in thinner diffusion layers and larger values of rl , which may 

favor reignition through autoignition. On the other hand, significantly higher 

injection velocities (about 10 times) will result in higher values of fvu , which may 

promote edge-flame propagation scenarios. Due to these opposing effects, it is 
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expected that both autoignition and edge flame propagation scenarios for 

reignition will be important in diesel jets. In this work, we provide useful 

fundamental insight into these scenarios for reignition. In Section 10.3, one 

possible approach to account for edge flame effects in UFPV models is 

proposed, where cw&  is related to the edge flame displacement speed, edgeS , which 

can be tabulated as a function of the Damköhler number at the edge location for 

lookup. 

11.2.3. Unsteady Flamelet Studies 

 In order to gain insight into the simultaneous effects of a spectrum of 

turbulent scales on the local flame structure in the near-field of high-Reynolds 

number jets, the unsteady response of diffusion flamelets to turbulent fluctuations 

of the scalar dissipation rate( stχ ) is studied. The fluctuating time records are 

obtained from the analysis of the LES jet flowfield. As a preliminary step towards 

the understanding of the unsteady flame response, oscillatory perturbations with 

specified amplitudes and frequencies are also considered. The unsteady 

responses of the flame temperature, the major species CO2 and H2O, and the 

pollutants NO and UHC, are investigated, and the applicability of steady flamelet 

models is assessed. In addition, through an extrapolation of the analysis to 

higher-Re jets with higher global strain rates (= inj /U d ) closer to diesel jet flames, 

the unsteady temperature and species response during extinction/reignition 

events are studied, and the impact of these events on near-field phenomena, 

such as flame lift-off, are explored.  

 Chapter 2 discusses the findings from prior works (Im et al., 1995; 

Egolfopoulos and Campbell, 1996; Kirsten et al., 1998; Im et al., 1999; Welle et 

al., 2003) on the unsteady response of diffusion flames. These studies were 

performed by imposing an oscillatory perturbation on the flame. Two important 

findings from existing studies are 1.) At high frequencies of the imposed 

perturbation, the flame responds with a phase-lag. 2.) The phase-lag effects 
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result in unsteady extinction strain rates higher than steady limits. In addition, the 

numerical studies of Im et al. (1999) on counterflow methane/air flames 

subjected to oscillatory strain show that the scalar dissipation rate is a more 

appropriate parameter than the strain rate to characterize unsteady flames. In the 

present work, we employ the flamelet formulation to investigate the unsteady 

response of diffusion flames, where the scalar dissipation rate directly appears 

as a parameter. Furthermore, the studies of Im et al. (1999) show that the 

responses of intermediates, such as CO, and pollutants, such as NO, are weak 

due to relatively slow chemical response time scales. Prior works so far have not 

considered unsteady effects on reignition phenomena following extinction, which 

are addressed in the present work. However, due to the choice of the 1-D 

flamelet formulation, reignition mechanisms involving edge flame dynamics, 

which were investigated in the flame-vortex interaction studies, cannot be 

captured. In the studies of diffusion flamelets subjected to stχ  oscillations and 

fluctuations, reignition occurs only through autoignition. Furthermore, the 

unsteady response of diffusion flames to turbulent fluctuations of stχ has not been 

studied in the literature so far. In a diesel jet flame, autoignition scenarios for 

reignition are expected to be important due to the relatively large values of rl  

resulting from significantly thin diffusion layers. In the regions close to the jet 

centerline (e.g. r/d 1< ) at a given axial location, edge flame propagation 

scenarios, discussed in Chapters 6 and 7, would contribute as well due to the 

relatively large values of fvu . However, at farther radial locations, larger values of 

rl and lower values of fvu  would favor reignition through autoignition. Hence, in 

Chapter 9, we investigate the unsteady extinction, and reignition through 

autoignition, in the stoichiometric regions (r/d 1> ) of the near-field of high-Re jets.  

 The results from the unsteady flamelet studies are discussed in Chapter 9. 

Turbulent time records (henceforth referred to as “flamelet histories”) of stχ  in the 

near-field of the 70,000-Re jet are generated by Lagrangian-type tracking of 

stoichiometric contours (flamelets) in time and space across the near-field of the 
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jet (6< x/d < 20). Ten representative flamelet histories are computed, and the 

unsteady response of diffusion flamelets to these histories is studied. The 

unsteady flamelet equations are solved with the assumption of unity species 

Lewis numbers and n-heptane oxidation is modeled using a reduced mechanism 

comprising 159 species among 1540 reaction steps.  

 Results from studies employing oscillatory perturbations show that two 

non-dimensional numbers govern the unsteady flame response: 1.) the amplitude 

ratio AR  , which represents the relative magnitude of the mixing time (inverse of 

oscillation amplitude) with respect to the chemical time(~ 1

e

−χ ), and 2.) the time-

scale ratio TR , which measures the relative magnitude of the residence time 

(inverse of oscillation frequency) with respect to the chemical time. It is shown 

that extinction/reignition events occur only for intermediate values for AR (< 4.0) 

and TR (< 10), which result in sufficient mixing and residence times, respectively. 

Examination of stT - stχ  state diagrams reveal that the state points during 

reignition involve partially burned states, which can be distinguished from those 

during extinction through a reaction progress variable. For relatively large values 

for TR  (~ 100) at a given value of AR , the flame is relatively insensitive to the 

imposed perturbation due to significant chemical phase-lag, and does not 

extinguish even for oscillatory amplitudes greater than eχ (i.e. AR > 1.0). This 

qualitatively agrees with the trends reported in the flame-vortex studies (Chapters 

6 and 7), where the vortex-perturbed flames are more resistant to extinction 

relative to steady flames. Moreover, predictions of the flame temperature from 

steady flamelet libraries show large deviations from those with unsteady 

flamelets at relatively large values of stχ (> 0.3 eχ ), and the deviations increase as 

AR  and TR  increase.  The observed oscillatory flame-response regimes were 

summarized on a AR -TR  diagram, which is useful to understand unsteady 

effects on near-field jet flame dynamics.  

 With respect to species response to oscillatory perturbations, the major 

species, CO2 and H2O, show trends similar to those in the temperature, and 
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show a fast recovery during reignition following extinction. On the other hand, the 

pollutant NO responds with a significant phase-lag due to relatively slow 

chemical response times. Accordingly, the mean NO mass fractions significantly 

decrease as AR  and TR  increase in the extinction/reignition regime. This 

indicates that extinction/reignition events are beneficial in terms of both flame-

stability and NO formation-control. However, unburned hydrocarbons (UHCs) 

respond much faster to the imposed perturbations, and the mean UHC mass 

fractions increase with AR  and TR  in the extinction/reignition regime, leading to 

trade-offs between NO and UHC. However, the much greater sensitivity of NO to 

the temperature and scalar dissipation relative to UHC indicates that temporary 

flame weakening events followed flame recovery may be more useful than 

extinction/reignition events in the simultaneous control of these pollutants.  

 To gain insight into the simultaneous effects of a spectrum of turbulent 

scales, the unsteady flame response to the ten representative flamelet histories 

generated from the LES jet flowfield is studied. The flamelet histories generated 

from the 70,000 Re jet at relatively farther radial locations (r/d > 2.0) in the jet 

near-field (6<x/d<20) consists of relatively small means (~ 0.06 eχ ) and RMS 

values (~ 0.06 eχ ), and relatively small amplitudes ( AR  ~ 0.3). Accordingly, 

temporary flame weakening followed by flame recovery is observed in the 

unsteady flame response to the fluctuating time records.  Predictions from a 

steady flamelet library corresponding to the instantaneous values of stχ  from the 

time records are compared with unsteady flamelets. Mean values of temperature, 

major species and UHCs agree well, but differences up to 20 % are observed 

with respect to mean NO fractions. Hence, in the 70,000 Re jet simulated with 

LES, steady flamelet models are adequate at farther radial locations (r/d > 2.0) in 

the jet near-field (6 < x/d < 20) to predict the mean temperature, and mass 

fractions of major species and UHCs, and are reasonable for the predictions of 

mean NO fractions. 
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 The analysis is extrapolated to jets with higher global strain rates 

(= dU /inj ) that are closer to practical applications, such as diesel engines. In 

particular, the means and RMS values of the flamelet histories are increased by 

a factor of 5, which leads to local extinction/reignition events. Steady flamelet 

models are found to significantly underestimate temperatures during extinction, 

and significantly overestimate temperatures during reignition. This arises from 

the inherent inability of steady flamelets to account for transient chemical phase-

lag effects. However, due to these compensatory effects during extinction and 

reignition, mean values of temperature agree well (within 5 %) between the 

unsteady and steady flamelet models. Nevertheless, the lack of phase-lag effects 

in steady flamelets has a drastic impact on mean mass fractions of NO, where 

differences up to an order of magnitude are observed at upstream jet locations 

(x/d < 14). On the other hand, steady flamelet predictions of mean UHC mass 

fractions agree well with unsteady flamelets due to faster chemical response 

times. Furthermore, in order to assess the role of the transient flame response to 

fluctuations of stχ , predictions from a steady-flamelet-steady-strain (SFSS) 

model, which accounts only for the steady (or mean) value of the temperature (or 

species mass fraction) at the steady(or mean) value of stχ , are compared with 

unsteady and steady flamelets. These comparisons reveal discrepancies 

between the SFSS and steady/unsteady flamelet models at upstream jet 

locations (e.g. x/d = 12), where the SFSS model predicts somewhat lower (~ 

15%) temperatures. At these locations, the steady/unsteady flamelet models 

predict higher temperatures due to transient reignition events that are ignored by 

the SFSS model. As expected, the SFSS model performs poorly with respect to 

NO mass fractions at upstream jet locations (x/d < 14).  

 The practical implications of the findings discussed above from the 

unsteady flamelet studies are discussed in Section 10.2 of Chapter 10. In 

particular, it is shown that the qualitative trends observed in the recent 

experiments of Pickett et al. (2008) on transient flame lift-off behavior in the 

presence of laser-ignition upstream of the steady lift-off height can be explained 
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based on effects due to flow-unsteadiness on the local flame response. It is 

assumed that the scalar dissipation rate amplitudes in the pre-lift-off region 

decrease due to combustion heat release from the laser-ignited flamelets. With 

this assumption, the laser-ignited flamelets are sustained for a relatively long 

time (i.e. much longer than jet characteristic time scales), and gradually convect 

to the natural lift-off location. These trends agree well with those observed in the 

measurements. Hence, results presented in Chapter 10 indicate that unsteady 

effects on the localized flame dynamics in the jet near-field contribute towards 

mechanisms for diesel flame lift-off.  

In addition to transient lift-off behavior, the role of unsteady effects on the 

predictions of steady lift-off in higher strain rate jets representative of diesel 

applications are explored. Lower fuel temperatures (= 450 K) more common in 

diesel engines, which result in lower mean Damköhler numbers of the near-field 

flamelets, are employed. Scenarios involving extinguishing/reigniting flamelets 

and autoigniting/extinguishing/reigniting flamelets under fluctuating scalar 

dissipation rates are simulated. The results indicate that flame lift-off can occur at 

the axial location where multiple flamelet histories predominantly result in 

extinction, with low probability of reignition and autoignition of the flamelets. 

Furthermore, the SFSS model underestimates the temperatures by as much as 

30-40 % at upstream jet locations (x/d = 12) relative to steady and unsteady 

flamelet models, indicating the importance of transient flame response to scalar 

dissipation rate fluctuations for the predictions of steady lift-off heights. In 

summary, the present results show that while steady flamelet models in the 

context of LES, i.e. accounting for flow-unsteadiness but not chemical phase-lag 

effects, are adequate for the prediction of mean temperatures, and mass 

fractions of major species and UHCs, unsteady flamelets, i.e. accounting for both 

flow-unsteadiness and chemical phase-lag effects, are needed for mean NO 

predictions.  

 In the next section, we discuss some of the important assumptions 

invoked in this work, and the possible implications of the assumptions on the 
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conclusions. The future work discussed in the final section will suggest ways to 

relax some of these assumptions.  

11.3. Key Assumptions and Implications 

This work involves some important assumptions, such as non-reacting 

LES, 2-D flame-vortex interaction studies, single-vortex-flame simulations, and 

specific choices for the fuel temperature, injected-to-ambient gas density ratio, 

and pressure. Below, we discuss these assumptions and their implications on the 

results.  

11.3.1. Heat-Release Effects on Turbulent Statistics Computed with LES 

We employed a non-reacting LES computation to estimate turbulent 

statistics in the jet. We then employed these statistics to derive characteristic 

length and velocity scales, and scalar dissipation rates, and used these in flame-

vortex interaction studies to draw conclusions about flame dynamics in the jet. 

Moreover, turbulent time records of the scalar dissipation rates were computed 

from the non-reacting LES flowfield, and then employed in studies investigating 

the unsteady response of flamelets.  

However, heat release in the jet can influence the predicted length and 

velocity scales, and scalar dissipation rates. DNS studies of reacting shear layers 

(McMurtry et al., 1989) indicate a reduction in the entrainment and spreading 

rates due to combustion heat release. This may result from greater viscous 

dissipation in the flowfield. Similarly, recent DNS studies of Pantano et al. (2003) 

in reacting mixing layers show that turbulent kinetic energies and turbulent 

dissipation rates, as well as scalar variances and dissipation rates show a 

moderate sensitivity to heat release. For instance, the authors found that while 

the peak values of the scalar dissipation rate in reacting mixing layers decrease 

by up to 30 % relative to non-reacting mixing layers, reacting mixing layers with 

different levels of heat release show minor differences. On the other hand, recent 
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LES studies and experiments of Geyer et al. (2005) in turbulent opposed-flow jets 

show that combustion heat release increases scalar dissipation rate magnitudes 

due to increased diffusivities. Note that these DNS studies are carried out at Re 

values that are fairly low (< 10000), and the effects of combustion heat release 

on turbulent statistics in high-Re jets are not known to the best of our knowledge.  

In the LES-flame-vortex studies, we are primarily interested in non-

dimensional numbers constructed from LES statistics, such as rl , fvu  and iDa . 

The presence of heat release may shift the range of the estimated non-

dimensional numbers, but the trends observed in the present work with respect 

to changes in rl , fvu  and iDa  in the near-field of the jet would not be affected. 

The interesting point, however, is this: from the flame-vortex studies discussed in 

Chapter 7, we concluded that at x/d=12, extinction predominates followed by 

reignition aided by curvature effects. How will this behavior change, i.e. at 

x/d=12, as result of heat release? In other words, will heat release change the 

parameters in such a way that extinction is no longer favored? We do not have 

an answer to this question. For the relatively high Reynolds number of 70,000, it 

is computationally challenging to perform reacting LES with sufficient numerical 

resolution. In this context, the present LES adequately resolves the mixing 

characteristics in the jet near-field as evidenced in the reasonable agreement 

between predicted statistics and measurements in non-reacting jets. We consider 

our approach to be a reasonable compromise between computational cost and 

numerical accuracy. 

Similarly, with respect to studies investigating the unsteady response of 

flamelets, it is likely that scalar dissipation rate amplitudes in the generated 

flamelet histories would be affected by heat release in the jet. However, the DNS 

of Pantano et al. (2003) in reacting shear layers and the LES studies of Pitsch 

and Steiner (2000b) in reacting jets show that PDFs of conditional mean scalar 

dissipation rates, i.e. stχ , show lognormality, just as in the case of the non-

reacting jet simulated here (see Section 5.3.2). Hence, it is expected that the 
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nature of fluctuations of stχ  computed in the present case for the near-field of a 

non-reacting jet is fairly representative of the fluctuations in the presence of heat-

release and reaction zones, even though magnitudes encountered are likely to 

differ. In addition, with respect to jet near-field phenomena, such as flame lift-off, 

it is well-known that theories entirely based on the large-scale mixing behavior of 

isothermal jets (Broadwell et al., 1985; Pitts, 1989) have met with reasonable 

success in qualitatively and quantitatively predicting experimental trends (Pitts, 

1989). Therefore, in the near-field of high-Re jets, where local 

extinction/reignition events are expected to predominate, the effects of heat 

release on the mixing behavior from quenched or partially-burning reaction zones 

may not be significant.  

Nevertheless, the exploration of heat release effects on velocity and scalar 

statistics in the near-field of high-Re jets is an important and interesting avenue 

for future studies. Some approaches to address the effects of heat release are 

discussed in the next chapter.  

11.3.2. 2-D Flame-vortex Studies 

We neglected 3-D effects, such as vortex stretching, in the flame-vortex 

studies. The 2-D assumption is typical in flame-vortex simulations (Renard et al., 

2000), including recent 2-D flame-vortex studies (Oh et al., 2004; Amantini et al., 

2007), which have provided useful insights into unsteady and curvature effects 

on non-premixed flame structure. Early analytical studies of Karagozian and 

Marble (1984) employing asymptotic methods compared the vortex-perturbed 

flame structure with a 2-D planar vortex and a 3-D vortex stretched along its axis. 

Based on their analysis, the authors concluded that the augmentation of the 

reactant consumption rate due to the vortex is independent of vortex-stretching. 

The predominant difference was in the manner in which the combustion products 

were distributed in the vortex. Nevertheless, based the results discussed in 

Chapters 6 and 7, it is expected that vortex-induced extinction would be 
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minimally affected by 3-D effects, since negligible amounts of partial-premixing 

due to the vortex-induced curvature occur in the extinction phase. However, the 

reignition phase would be affected, since lateral diffusion from the rolled up edge 

flames would occur along two directions in the 3-D case. Hence, it is expected 

that reignition time scales and scalar dissipation rates would be affected. 

However, our qualitative conclusions regarding the importance of unsteady and 

curvature effects on extinction/reignition, and the applicability of modeling 

approaches, such as UFPV models, are likely to be valid in a 3-D flame-vortex 

simulation as well. Therefore, given the relatively large number of flame-vortex 

simulations performed here to represent the near-field region of the jet, the 2-D 

assumption is a reasonable compromise between computational cost and 

accuracy. 

11.3.3. Single-Vortex-Flame Simulations 

The present work correlates the observed interaction outcomes in single-

vortex-flame simulations to likely regimes of localized flame dynamics in a 

turbulent jet flame, where the flame may interact with a spectrum of vortices. It is 

well-known that the single-vortex-flame interaction is a canonical configuration, 

useful to isolate effects due to unsteadiness and curvature. Moreover, if a 

modeling framework, such as the UFPV model, has to be valid in a turbulent jet 

flame, it should be applicable in a simpler configuration, such as a flame-vortex 

interaction. Hence, the flame-vortex simulation database serves as a useful tool 

for the validation and development of improved modeling approaches. It is 

evident, however, that by considering an isolated vortex-perturbed flame, we 

cannot gain insight into the relative probabilities of local extinction/reignition 

events in a large-scale jet flame, and the extent to which these events may affect 

outcomes, such as flame lift-off height. For instance, in terms of jet characteristic 

times (tj) introduced in Chapter 10, the vortex-induced extinction/reignition events 

across the range of conditions employed do not last longer than about 4tj, which 

is of order of 0.2 ms for the 70,000-Re jet considered here. Hence, the unsteady 
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extinction/reignition events occur over relatively short time scales, and may not 

have a significant impact on the mean flame structure unless they occur with 

sufficient probability.  

In addition, studies investigating response of flamelets to scalar 

dissipation rate fluctuations (Chapter 9) showed that relatively large excursions of 

the scalar dissipation rate locally in the simulated 70,000-Re jet are relatively 

short lived, implying that local extinction/reignition events may not occur with a 

high probability. In this context, it is possible that the flame-vortex studies 

somewhat overestimate the importance of extinction/reignition events, or the 

failure of steady flamelet models in the jet near-field. However, it was shown in 

Section 10.2 that as we approach jet flames with relatively high global strain 

rates and relatively strained near-field flamelets (such as in diesel jet flames), 

unsteady effects and local extinction/reignition events may occur with sufficient 

probabilities to influence phenomena such as lift-off. 

11.3.4. Choice of the Fuel Temperature, Density Ratio and Pressure 

In the present work, we employed a relatively high fuel temperature, i.e. 

1000 K, in the LES, and in the flame-vortex and unsteady flamelet studies 

corresponding to the information obtained from LES. In addition, to assess the 

influence of the higher fuel temperature, comparisons with simulations employing 

a lower fuel temperature, i.e. 450 K, were presented in Chapters 6-10.  While the 

choice of the high fuel temperature influences the injected-to-ambient gas density 

ratio in the LES, which would show scaling behavior in the predicted statistics 

(Pitts, 1991; Abraham, 1999), chemical time scales are affected in the flame-

vortex and unsteady flamelet studies. Lower fuel temperatures (~ 400 K) typical 

of diesel engine applications will result in weaker (or relatively strained) flames 

with higher values of fvu  and lower values of iDa  for given vortex characteristics 

(i.e. vd  and vu ). For instance, as shown in Chapter 7 and in our recent 

publication (Venugopal and Abraham, 2008a), employing a fuel temperature of 
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450 K and larger values of fvu  (> 100) result in greater unsteady effects, leading 

to higher unsteady extinction limits, than those observed here.  

In addition, note that as the temperature of n-heptane is increased from 

450 K to 1000 K, the autoignition chemistry transitions from a single-stage to two-

stage (Liu et al., 2005). However, based on the DNS studies of Sripakagorn et al. 

(2004) and our flame-vortex studies with multi-step n-heptane chemistry (see 

Chapter 8), the reignition scenarios are governed by edge flame dynamics and 

not autoignition for the conditions simulated in this work. Essentially, due to the 

relatively stronger, i.e. fvu  > 1.0, and smaller, i.e. rl  < 3.0, vortices employed 

here, the excursions of the scalar dissipation rate above the steady limit are 

strong enough, i.e. rχ  >> 1, to cause reignition to occur through edge flame 

interactions before autoignition can occur. Hence, kinetic effects, such as single-

stage vs. two-stage autoignition, related to the choice of a relatively high fuel 

temperature is not of importance for the range of vortex and flame characteristics 

simulated here. This is consistent with the use of a relatively simple (single-step) 

kinetic model in the studies reported in Chapters 6 and 7, and the qualitative 

agreement between the single-step and the multistep chemistry results (Chapter 

8) with respect to physical mechanisms.  

The present work is focused on the nature of localized flame dynamics in 

a variable-density jet, with an injected-to-ambient gas density ratio of 3.5.  If 

lower temperatures (~ 400 K), more common in diesel applications, are 

employed for gaseous n-heptane, the density ratio would be higher (~ 8). In self-

similar jets, the density ratio is known to show scaling behavior (Pitts, 1991; 

Abraham, 1996), but the density ratio effects in the near-field of the jet need 

assessment. It is likely that the nature of turbulent fluctuations of the scalar 

dissipation rate would change with density ratio, and certain trends, such as 

relatively short lived peak values, may be affected. As evident in Chapter 9 and 

the present chapter (Section 10.2), the validity of steady flamelet models is 

closely related to the nature of fluctuations of stχ . In the flame-vortex studies 

discussed in Chapters 7 and 8, we reported simulations (Venugopal and 
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Abraham, 2008a, b) that employ a lower fuel temperature (= 450 K) that result in 

a fuel-to-oxidizer density ratio of 8, as against 3.5 with a fuel temperature of 1000 

K. These studies show that the density ratio primarily has a hydrodynamic effect, 

i.e. a higher density ratio leads to shorter residence times for the air-side vortex, 

thereby decreasing the time scales for extinction and reignition. However, the 

effects of density ratio on the predicted mean statistics and fluctuations of scalars 

in the jet near-field needs to be clarified in future investigations.  

Furthermore, we simulated relatively high pressures (~ 40 bar) to 

represent conditions that exist in diesel combustion chambers. Pressure 

influences the molecular transport properties and chemical time scales.  These 

effects are built into the Reynolds number ( vRe ) and the Damköhler number 

(Da ). Moreover, we assumed an ideal gas equation of state (EOS) in the present 

work, whereas real-gas effects may become significant at high pressures. Our 

recent studies (Venugopal and Abraham, 2008b) show that even at a fuel 

temperature of 450 K when the compressibility of n-heptane at 40 bar 

significantly deviates from unity (Moran and Shapiro, 2000), the temperature and 

species concentrations in the flame-zone are negligibly affected by the EOS due 

to the predominant presence of diluents like N2. Hence, with a fuel temperature 

of 1000 K, real-gas effects are expected to be negligible in the flame-zone.   

11.4. Future Work 

It is suggested that future work focus on the following: 

1. Evaluate the effects of combustion heat-release on turbulent 

statistics of the velocity and mixture fraction in the near-field of 

high-Re jets using reacting-LES with simplified chemistry, 

2. Evaluate the density ratio effects on the near-field turbulent 

statistics through LES of high-Re jets with varying density ratios, 

3. Reacting-LES of high-Re jets to predict steady and transient flame 

lift-off behavior with steady flamelet and UFPV sub-models, 
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4. RANS simulations of combusting diesel jets with the UFPV sub-

model to predict steady lift-off heights.  

The first item is related to the effects of combustion heat release on the 

turbulent statistics in the near-field of high-Re jets, which were not clarified in the 

present work. Reacting-LES studies with different levels of heat release can be 

performed, and effects of heat release can be assessed through comparisons of 

predicted statistics, such as mean length and velocity scales, and scalar 

dissipation rates, with the present non-reacting jet results. As a preliminary step, 

a simplified single-step kinetic model can be employed, where the kinetic rate 

coefficients can be adjusted to obtain different levels of heat release. Based on 

the present work, steady flamelet models within the framework of LES may be 

reasonable for the prediction of mean statistics in the reacting jet, though it would 

be useful to compare with UFPV models as well, especially to study the effects of 

heat release on the turbulent fluctuations and PDFs of the scalar dissipation rate. 

As discussed in Section 6.5.2 of Chapter 6, pre-computed libraries for the filtered 

reactive scalars, i.e. temperatures and species mass fractions, can be generated 

for both steady flamelet and UFPV models, and the scalars computed through 

interpolation in the LES jet flowfield. It would be interesting to investigate the 

extent to which the outcome diagram for jet near-field flame dynamics presented 

in Chapter 7 changes with respect to spatial information in the jet, i.e. spatial 

locations of regimes such as extinction and reignition, due to heat-release. 

Moreover, since the statistically stationary structure of the jet is of interest here, 

the present non-reacting LES jet flowfield can be used as an initial condition for 

the reacting simulations, which would significantly save computational time. 

In the case of reacting-LES with the steady flamelet model, a steady 

flamelet library and a PDF lookup table are pre-computed, so that the filtered 

reactive scalars (i.e. temperature and mass fractions) in every numerical cell are 

computed through interpolation based on the mixture fraction and its variance, 

and the scalar dissipation rate. Hence, the additional computational costs beyond 

the non-reacting LES arise primarily from interpolation, which would at most 



www.manaraa.com

 

 

333

result in a 10 % increase in the CPU time per time-step. Moreover, note that 

while the present non-reacting LES tracked all the species mass fractions, only 

the mixture fraction and its variance are tracked in the reacting-LES with the 

steady flamelet model, which may offset the interpolation costs. The UFPV model 

would result in greater interpolation costs, possibly up to a 15 % increase in the 

CPU time per time-step, due to the addition of the progress variable as a tracking 

scalar. However, the presence of heat-release, and the associated temperature 

and density gradients, would result in smaller time steps relative to non-reacting 

simulations, which could increase the simulation time.  In addition, the numerical 

stability of the 6th-order compact scheme (Lele, 1992) employed for the non-

reacting LES needs assessment in the presence of higher gradients due to heat 

release. It is typical in the literature (Pitsch, 2006) to perform reacting-LES with 

lower-order (~3rd) schemes.  

Density ratio effects on turbulent statistics in the near-field of high-

Reynolds number jets can be studied using non-reacting LES of higher and lower 

density ratio jets than that employed here (= 3.5). For instance, two simulations 

with density ratios of 8 and 1 can be performed, and the present LES database 

can be employed for comparison. One interesting aspect is the effect of density 

ratio on the turbulent fluctuations and PDFs of the scalar dissipation rate, which 

can affect the probabilities of local extinction/reignition events in the jet, and 

hence the validity of steady flamelet models. Moreover, the effects of density 

ratio on mean length and velocity scales, and scalar dissipation rates can have 

important implications for the localized flame dynamics in the jet. For instance, as 

the injected-to-ambient gas density ratio increases, the decay rates of the 

velocity field and mixture fraction decrease, thereby decreasing the decay rates 

of the velocity scales and scalar dissipation rates. Even though these effects are 

expected to show scaling behavior in the far-field (x/d > 100), it is important to 

investigate trends in the near-field of the jet. As evident in the present work, the 

nature of variation of the length and velocity scales, and scalar dissipation rates 

in the jet near-field influences the nature of variation of the non-dimensional 
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numbers, such as the length and velocity scale ratios, which govern unsteady 

and curvature effects on the localized flame dynamics.  

In order to simulate higher density ratio (> 3.5) jets, higher numerical 

resolution would be required in the LES.  Based on the scaling behavior of jets 

with respect to the density ratio (see Eq. (5.4)), the numerical resolution in each 

direction has to be increased by at least a factor of 1.5 when the density ratio is 

increased from 3.5 (present case) to 8. While the total number of grid points 

increases by a factor of 4 (i.e. to about 20 million), the time-step is approximately 

halved for the higher density ratio simulation. Hence, for the same CPU time per 

time-step as the lower density ratio case, the number of processors would have 

to be increased by a factor of 4, i.e. to 512. However, the total simulation time 

would approximately double due to the reduction in the time-step. On the other 

hand, based on similar scaling arguments, the unity density ratio LES can be 

performed with about 0.6 million grid points. Furthermore, based on the 

reasonable agreement with measured statistics observed in the present work, the 

compressible form of the constant-coefficient Smagorinsky model is expected to 

be adequate for the higher density ratio simulation as well.  

The third aspect is related to reacting-LES of gaseous-fueled jet flames 

under diesel engine conditions to study transient and steady flame lift-off 

behavior. Naturally, this is challenging from both modeling and computational-

cost viewpoints, and by no means a straightforward extension of this work. Note 

that a particularly challenging aspect in the context of simulating diesel jet flames 

is to account for the relatively large values of the global strain rates (= dU /inj ). 

For instance, the scaling arguments presented in Section 10.2 of Chapter 10 

showed that a gaseous fuel jet equivalent, i.e. having the same mass and 

momentum flow rates, to the measured diesel jet of Pickett et al. (2008) has an 

injection velocity of 580 m/s and an orifice diameter of 0.4 mm. This represents a 

global strain rate about 34 times greater than the present jet, implying that the 

scalar dissipation rates are expected to be much higher, resulting in much thinner 

diffusion layers. Note that the Re increases only by a factor of 5 from the present 
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jet to the equivalent diesel jet. Hence, the numerical resolution requirements for 

adequately resolving scalar statistics are expected to be much more severe than 

those from Re-based scaling.  

It is proposed that as in the case of the analysis presented in Chapter 9, a 

moderate increase in the global strain rate, by a factor of 5, can be employed. 

For instance, the injection velocity can be increased 5 times keeping the 

diameter constant, so that the Re of the jet increases 5 times, i.e. to about 

350,000. Since the diffusion layer thicknesses scale inversely as the square-root 

of the strain rates, a factor of 5 increase in the strain rates would result in 

diffusion thicknesses roughly half of those in the present 70,000 Re jet. Hence, 

the numerical resolution in each direction would have to be increased by a factor 

of 2, resulting in a 8-fold increase in the total number of grid points (i.e. to about 

40 million). In addition, the time steps would decrease due to the increased 

resolution and increased gradients from combustion heat-release. Note that this 

8-fold increase in the number of grid points is an upper estimate, since the 

resolution can be doubled only in the regions of interest, e.g. jet shear layers, 

and not in farther radial locations at a given axial location.  Since the objective 

here is to quantify lift-off heights, realistic multistep chemistry is required, which 

would increase the interpolation costs, specifically with the UFPV model, where 

the pre-computed library is relatively large as discussed in Section 6.5.1.  The 

computational requirements estimated here are for the LES of a 350,000 Re jet 

with a density ratio of about 3.5. With density ratios closer to diesel applications 

(~ 8), the numerical resolution requirements would increase further, as discussed 

before. Hence, reacting-LES of high-Re jets under diesel conditions with even 

moderately high global strain rates is challenging from a computational-cost point 

of view.  

The linear scaling of lift-off with injection velocity can be used to estimate 

the expected lift-off height in the simulated jet. Based on the present findings, the 

UFPV model, which accounts for unsteady extinction/reignition, is proposed as 

the combustion sub-model. The model implementation procedure for the UFPV 
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model was outlined in Section 6.5.2. As a first-step, reignition may be assumed 

to occur only through autoignition in the jet, so that closure for the progress 

variable source-term can be obtained directly from the unsteady flamelet 

equations, as discussed in Chapter 6. Moreover, based on the recent LES 

studies of Pierce and Moin (2004) employing the steady FPV model, a relatively 

simple delta function model can be presumed for the subgrid PDF of the 

progress variable. A skeletal n-heptane mechanism, such as the 56-step 

mechanism employed in Chapter 8, can be used to generate the UFPV library.  

The final aspect is related to RANS simulations of lifted diesel jets with 

UFPV sub-models. The procedure outlined in Section 6.5.2 is applicable for the 

implementation of the UFPV model as a RANS sub-model as well. The RANS-

based UFPV model would be an improvement over the more commonly 

employed representative interactive flamelet (RIF) models (Pitsch et al., 1995), 

since the UFPV model provides a better spatial resolution of the mean scalar 

dissipation rates ( χ ) in the jet. In particular, RIF models employ a spatially 

averaged value of χ  representative of a certain region of the jet flowfield, 

thereby resulting in a poor resolution of the spatial variation of χ  in the jet near-

field. On the other hand, the UFPV approach models each numerical cell as a 

flamelet, and obtains the mean reactive scalars using a pre-computed UFPV 

library and interpolation based on the local values of the mean mixture fraction, 

scalar dissipation rate and the progress variable. For this reason, UFPV models 

would also be more effective than RIF models in the prediction of localized 

autoignition spots in the jet, which in turn can affect steady flame lift-off 

predictions. Detailed kinetic models for n-heptane can be employed to generate 

the UFPV library. UFPV models accounting for reignition through both 

autoignition and edge flame propagation scenarios can be employed. However, 

further studies are required to develop the model closure incorporating edge-

flame effects proposed in Section 10.3. For instance, fundamental studies of 

edge/triple flames propagating in strained diffusion layers can be employed to 
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develop functional relationships between the edge-flame propagation speed and 

the Damköhler number.  

Based on prior studies (Pitsch and Steiner, 2000b, Pantano et al., 2003) 

and the present work, the turbulent fluctuations of the scalar dissipation rate χ  

can be mimicked by presuming the lognormal distribution as the temporal PDF of 

χ . However, as discussed in Chapter 5, the relatively high and low values of χ  

that are important for extinction/reignition and form the tails of the temporal PDF 

may not be captured by the lognormal distribution. Similarly, effects due to 

unsteadiness that result in unsteady extinction limits higher than steady values, 

cannot be adequately captured in RANS-based models. Nevertheless, due to the 

significant savings in computational times with RANS approaches relative to the 

LES computations discussed before, RANS simulations with improved UFPV 

models are useful directions for future works focusing on the prediction of jet 

near-field phenomena, such as lift-off, and their effects on pollutant formation in 

diesel jet flames.  
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